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Preface

Modern analytical chemistry frequently requires precise analytical
measurements, at very low concentrations, with a variety of instru-
ments. A high-resolution separation has to be generally performed with
a selective chromatographic method prior to quantification. Therefore
the knowledge of instrumentation used in chemical analysis today is of
paramount importance to solve current problems and assure future
progress in various fields of scientific endeavor. These include chem-
istry, biochemistry, pharmaceutical chemistry, medicinal chemistry,
biotechnology, nanotechnology, archaeology, anthropology, environ-
mental sciences, and a variety of other scientific disciplines. The in-
struments may be operated by a variety of people in industry,
government, or academic fields, whose educational backgrounds can
range from a high school diploma to a Ph.D. with postdoctoral expe-
rience. Increased knowledge relating to the principles of the instru-
mentation and separation methodologies allows optimal usage of
instrumentation with more meaningful data generation that can be
interpreted reliably.

This book covers the fundamentals of instrumentation as well as the
applications, to lead to better utilization of instrumentation by all sci-
entists who plan to work in diverse scientific laboratories. It should
serve as an educational tool as well as a first reference book for the
practicing instrumental analyst.

This text has been broadly classified into six sections:

1. Overview, Sampling, Evaluation of Physical Properties, and Ther-
mal Analysis (Chapters 1-4)

Spectroscopic Methods (Chapters 5-11)

Chromatographic Methods (Chapters 12-16)

Electrophoretic and Electrochemical Methods (Chapters 17-18)
Hyphenated Methods, Unique Detectors (Chapters 19-20)
Problem Solving and Guidelines for Method Selection (Chapter 21)

A

XX1X
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Each of these sections has one or more chapters covering important
aspects of the titled subject. Every chapter is a distinct entity that
provides the relevant information deemed necessary by the author. All
chapters contain important information about applications that illus-
trate the use of the methods. They also include an appropriate set of
review questions.

This book is planned to enable the reader to understand the proper
utilization of instrumentation and various methodologies that are
based on them. It provides an understanding of how various methods
may be combined to obtain a comprehensive picture of the nature of
sample in question. The reader will also gain a better understanding of
how to select the best method for solving a given problem.

Aimed as the text for a special course or graduate students, it pro-
vides the necessary background information for various laboratory
personnel. The text should be very useful for managers in academia,
industrial, and government laboratories interested in improving their
scientific knowledge and background.

September 1, 2005
Satinder Ahuja
Neil Jespersen
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Series editor’s preface

Modern instrumental analysis has a long history in the field of ana-
lytical chemistry, and that makes it difficult to prepare a book like this
one. The main reason is the continuous improvement in the instru-
mentation applied to the analytical field. It is almost impossible to keep
track of the latest developments in this area. For example, at PITT-
CON, the largest world exhibition in analytical chemistry, every year
several new analytical instruments more sophisticated and sensitive
than the previous versions are presented for this market.

Modern Instrumental Analysis is written to reflect the popularity of
the various analytical instruments used in several different fields of
science. The chapters are designed to not only give the reader the un-
derstanding of the basics of each technique but also to give ideas on how
to apply each technique in these different fields. The book contains 21
chapters and covers sampling; spectroscopic methods such as near in-
frared, atomic and emission methods, nuclear magnetic resonance and
mass spectrometric methods; separation methods with all chromato-
graphic techniques; electrochemical methods and hyphenated methods.
The last chapter of the book, a complementary chapter, is very useful
and is practically oriented to problem-solving, giving guidelines for
method selection.

Considering all the chapters indicated above, the book is suitable for
a wide audience, from students at the graduate level to experienced
researchers and laboratory personnel in academia, industry and gov-
ernment. It is a good introductory book from which one can then go on
to more specialized books such as the ones regularly published in the
Comprehensive Analytical Chemistry series. Such a general book de-
scribing modern analytical methods has been needed since the start of
this series and it is obvious that after a certain amount of time, a
maximum of 10 years, an update of the book will be needed. Finally, I
would like to specially thank the two editors and all the contributing

XXX1
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Series editor’s preface
authors of this book for their time and efforts in preparing this excel-

lent and useful book on modern instrumental analysis.

D. Barcelo
Depart. Environmental Chemistry, IIQAB-CSIC
Barcelona, Spain

XxXX11
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Chapter 1

Overview

Satinder Ahuja

1.1 INTRODUCTION

Modern analytical chemistry generally requires precise analytical
measurements at very low concentrations, with a variety of instru-
ments. Frequently, high-resolution separations have to be achieved
with selective chromatographic methods prior to analytical determina-
tions [1,2]. Therefore, the knowledge of instrumentation used in chemi-
cal analysis today is of paramount importance to assure future progress
in various fields of scientific endeavor. This includes various disciplines
of chemistry such as biochemistry, pharmaceutical chemistry, medic-
inal chemistry, biotechnology, and environmental sciences. Instru-
ments can be operated by a variety of people in industry, government,
or academic fields, with a wide range of educational backgrounds. The
optimal usage of instrumentation with more meaningful data genera-
tion that can be interpreted reliably is possible only with the improved
knowledge of the principles of the instrumentations used for measure-
ment as well as those utilized to achieve various separations. This book
covers the fundamentals of instrumentation as well as the applications
that should lead to better utilization of instrumentation by all scientists
who plan to work in diverse scientific laboratories. It should serve as an
educational tool as well as a first reference book for the practicing
instrumental analyst.
This text has been broadly classified into the following areas:

General information (sampling/sample preparation and basic
properties)

Spectroscopic methods

Chromatographic methods

Electrophoretic and electrochemical methods

Comprehensive Analytical Chemistry 47

S. Ahuja and N. Jespersen (Eds)
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Combination of chromatographic and spectroscopic methods, and
unique detectors
Problem solving and guidelines for method selection.

To provide a concise overview of this book, the contents of various
chapters are highlighted below. Also included here is an additional in-
formation that will help to round out the background information to
facilitate the performance of modern instrumental analysis.

1.2 SAMPLING AND SAMPLE PREPARATION

Prior to performance of any analysis, it is important to obtain a rep-
resentative sample. Difficulties of obtaining such a sample and how it is
possible to do the best job in this area are discussed in Chapter 2.
Another important consideration is to prepare samples for the required
analytical determination(s). Sample preparation is frequently a major
time-consuming step in most analyses because it is rarely possible to
analyze a neat sample. The sample preparation generally entails a
significant number of steps prior to analysis with appropriate instru-
mental techniques, as described in this book. This chapter presents
various methods used for collecting and preparing samples for analysis
with modern time-saving techniques. It describes briefly the theory and
practice of each technique and focuses mainly on the analysis of organic
compounds of interest (analytes) in a variety of matrices, such as the
environment, foods, and pharmaceuticals.

1.3 EVALUATIONS OF BASIC PHYSICAL PROPERTIES

Some of the simplest techniques such as determinations of melting and
boiling points, viscosity, density, specific gravity, or refractive index can
serve as a quick quality control tool (Chapter 3). Time is often an im-
portant consideration in practical chemical analysis. Raw materials
awaiting delivery in tanker trucks or tractor-trailers often must be
approved before they are offloaded. Observation and measurement of
basic physical properties are the oldest known means of assessing
chemical purity and establishing identity. Their utility comes from the
fact that the vast majority of chemical compounds have unique values
for their melting points, boiling points, density, and refractive index.
Most of these properties change dramatically when impurities are
present.
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1.4 THERMAL METHODS

Thermal analysis measurements are conducted for the purpose of eval-
uating the physical and chemical changes that may take place in a
sample as a result of thermally induced reactions (Chapter 4). This
requires interpretation of the events observed in a thermogram in
terms of plausible thermal reaction processes. The reactions normally
monitored can be endothermic (melting, boiling, sublimation, vapori-
zation, desolvation, solid-solid phase transitions, chemical degradation,
etc.) or exothermic (crystallization, oxidative decomposition, etc.) in
nature. Thermal methods have found extensive use in the past as part
of a program of preformulation studies, since carefully planned work
can be used to indicate the existence of possible drug-excipient inter-
actions in a prototype formulation. It is important to note that thermal
methods of analysis can be used to evaluate compound purity, poly-
morphism, solvation, degradation, drug—excipient compatibility, and a
wide variety of other thermally related characteristics.

1.5 GENERAL PRINCIPLES OF SPECTROSCOPY AND
SPECTROSCOPIC ANALYSIS

The range of wavelengths that the human eye can detect varies slightly
from individual to individual (Chapter 5). Generally, the wavelength
region from 350 to 700 nm is defined as the visible region of the spec-
trum. Ultraviolet radiation is commonly defined as those wavelengths
from 200 to 350 nm. Technically, the near-infrared (NIR) region starts
immediately after the visible region at 750nm and ranges up to
2,500 nm. The classical infrared region extends from 2500 nm (2.5 um)
to 50,000nm (50 um). The energies of infrared radiation range from
48 kJ/mol at 2500 nm to 2.4 kJ/mol at 50,000 nm. These low energies are
not sufficient to cause electron transitions, but they are sufficient to
cause vibrational changes within molecules. This is why infrared spec-
troscopy is often called vibrational spectroscopy. The principles in-
volved in these spectroscopic techniques are discussed in this chapter.

1.6 NEAR-INFRARED SPECTROSCOPY

As mentioned above, the NIR portion of the electromagnetic spectrum is
located between the visible and mid-range infrared sections, roughly
750-2500 nm or 13,333-4000 cm™*. It mainly consists of overtones and
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combinations of the bands found in the mid-range infrared region
(4000-200 cm1). In general, NIR papers did not begin to appear in ear-
nest until the 1970s, when commercial instruments became easily avail-
able owing to the work of the US Department of Agriculture (USDA).
Some of these developments are discussed under instrumentation in
Chapter 6. After the success of the USDA, food producers, chemical pro-
ducers, polymer manufacturers, gasoline producers, etc. picked up the
ball and ran with it. The last to become involved, mainly for regulatory
reasons, are the pharmaceutical and biochemical industries.

1.7 X-RAY DIFFRACTION AND FLUORESCENCE

All properly designed investigations into the solid-state properties of
pharmaceutical compounds begin with understanding of the structural
aspects involved. There is no doubt that the primary tool for the study
of solid-state crystallography is X-ray diffraction. To properly compre-
hend the power of this technique, it is first necessary to examine the
processes associated with the ability of a crystalline solid to act as a
diffraction grating for the electromagnetic radiation of appropriate
wavelength. Chapter 7 separately discusses the practice of X-ray
diffraction as applied to the characterization of single crystals and to
the study of powdered crystalline solids.

Heavy elements ordinarily yield considerably more intense X-ray
fluorescence (XRF) spectrum, because of their superior fluorescent
yield bands than the light elements. This feature can be exploited to
determine the concentration of inorganic species in a sample or the
concentration of a compound that contains a heavy element in some
matrix. The background emission detected in an XRF spectrum is usu-
ally due to scattering of the source radiation. Since the scattering in-
tensity from a sample is inversely proportional to the atomic number of
the scattering atom, it follows that background effects are more pro-
nounced for samples consisting largely of second-row elements (i.e.,
organic molecules of pharmaceutical interest). Hence, background cor-
rection routines play a major role in transforming raw XRF spectra into
spectra suitable for quantitative analysis.

1.8 ATOMIC SPECTROSCOPY

Elemental analysis at the trace or ultratrace level can be performed by a
number of analytical techniques; however, atomic spectroscopy remains
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the most popular approach. Atomic spectroscopy can be subdivided into
three fields: atomic emission spectroscopy (AES), atomic absorption
spectroscopy (AAS), and atomic fluorescence spectroscopy (AFS) that
differ by the mode of excitation and the method of measurement of the
atom concentrations. The selection of the atomic spectroscopic technique
to be used for a particular application should be based on the desired
result, since each technique involves different measurement approaches.
AES excites ground-state atoms (atoms) and then quantifies the con-
centrations of excited-state atoms by monitoring their special deactiva-
tion. AAS measures the concentrations of ground-state atoms by
quantifying the absorption of spectral radiation that corresponds to al-
lowed transitions from the ground to excited states. AFS determines the
concentrations of ground-state atoms by quantifying the radiative deacti-
vation of atoms that have been excited by the absorption of discrete
spectral radiation. All of these approaches are discussed in Chapter 8. It
should be noted that AAS with a flame as the atom reservoir and AES
with an inductively coupled plasma have been used successfully to speci-
ate various ultratrace elements.

1.9 EMISSION SPECTROSCOPIC MEASUREMENTS

The term emission refers to the release of light from a substance ex-
posed to an energy source of sufficient strength (Chapter 9). The most
commonly observed line emission arises from excitation of atomic elec-
trons to higher level by an energy source. The energy emitted by excited
atoms of this kind occurs at wavelengths corresponding to the energy
level difference. Since these levels are characteristic for the element,
the emission wavelength can be characteristic for that element. For
example, sodium and potassium produce different line spectra. Emis-
sion methods can offer some distinct advantages over absorption meth-
ods in the determination of trace amounts of material. Furthermore, it
may be possible to detect even single atoms.

1.10 NUCLEAR MAGNETIC RESONANCE SPECTROSCOPY

Nuclear magnetic resonance (NMR) spectroscopy is used to study the
behavior of the nuclei in a molecule when subjected to an externally
applied magnetic field. Nuclei spin about the axis of the externally
applied magnetic field and consequently possess an angular momen-
tum. The group of nuclei most commonly exploited in the structural
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characterization of small molecules by NMR methods are the spin
1/2 nuclei, which include 'H, **C, '°F, and ?'P. NMR is amenable to a
broad range of applications. It has found wide utility in the pharma-
ceutical, medical, and petrochemical industries as well as across the
polymer, materials science, cellulose, pigment, and catalysis fields. The
vast diversity of NMR applications may be due to its profound ability to
probe both chemical and physical properties of molecules, including
chemical structure and molecular dynamics. Furthermore, it can be
applied to liquids, solids, or gases (Chapter 10).

1.11 MASS SPECTROMETRY

Mass spectrometry is arguably one of the most versatile analytical
measurement tools available to scientists today, finding application in
virtually every discipline of chemistry (i.e., organic, inorganic, physical,
and analytical) as well as biology, medicine, and materials science
(Chapter 11). The technique provides both qualitative and quantitative
information about organic and inorganic materials, including elemental
composition, molecular structure, and the composition of mixtures. The
combination of the technique with the powerful separation capabilities
of gas chromatography (GC-MS) and liquid chromatography (LC-MS)
led to the development of new kinds of mass analyzers and the intro-
duction of revolutionary new ionization techniques. These new ioniza-
tion techniques (introduced largely in the past 15 years) are primarily
responsible for the explosive growth and proliferation of mass spectro-
metry as an essential tool for biologists and biochemists. The informa-
tion derived from a mass spectrum is often combined with that obtained
from techniques such as infrared spectroscopy and NMR spectroscopy
to generate structural assignments for organic molecules. The at-
tributes of mass spectrometry that make it a versatile and valuable
analytical technique are its sensitivity (e.g., recently, a detection
limit of approximately 500 molecules, or 800 yoctomoles has been
reported) and its specificity in detecting or identifying unknown
compounds.

1.12 THEORY OF SEPARATIONS

Separation models are generally based on a mixture of empirical and
chemical kinetics and thermodynamics. There have been many at-
tempts to relate known physical and chemical properties to observation
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and to develop a ‘“‘predictive theory.”” The goal has been to improve our
understanding of the underlying phenomena and provide an efficient
approach to method development (see Chapter 12). The latter part of
the goal is of greater interest to the vast majority of people who make
use of separation methods for either obtaining relatively pure materials
or in isolating components of a chemical mixture for quantitative
measurements.

1.13 THIN-LAYER CHROMATOGRAPHY

Thin-layer chromatography (TLC) is one of the most popular and widely
used separation techniques because it is easy to use and offers adequate
sensitivity and speed of separations. Furthermore, multiple samples can
be run simultaneously. It can be used for separation, isolation, identi-
fication, and quantification of components in a sample. The equipment
used for performance of TLC, including applications of TLC in drug
discovery process, is covered in Chapter 13. This technique has been
successfully used in biochemical, environmental, food, pharmacological,
and toxicological analyses.

1.14 GAS CHROMATOGRAPHY

The term gas chromatography (GC) refers to a family of separation
techniques involving two distinct phases: a stationary phase, which
may be a solid or a liquid; and a moving phase, which must be a gas that
moves in a definite direction. GC remains one of the most important
tools for analysts in a variety of disciplines. As a routine analytical
technique, GC provides unparalleled separation power, combined with
high sensitivity and ease of use. With only a few hours of training, an
analyst can be effectively operating a gas chromatograph, while, as with
other instrumental methods, to fully understand GC may require years
of work. Chapter 14 provides an introduction and overview of GC, with
a focus on helping analysts and laboratory managers to decide when GC
is appropriate for their analytical problem, and assists in using GC to
solve various problems.

1.15 HIGH-PRESSURE LIQUID CHROMATOGRAPHY

The phenomenal growth in chromatography is largely due to the intro-
duction of the technique called high-pressure liquid chromatography,
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which is frequently called high-performance liquid chromatography (both
are abbreviated as HPLC; see discussion in Chapter 15 as to which term is
more appropriate). It allows separations of a large variety of compounds by
offering some major improvements over the classical column chromato-
graphy, TLC, GC; and it presents some significant advantages over more
recent techniques such as supercritical fluid chromatography (SFC), capil-
lary electrophoresis (CE), and electrokinetic chromatography.

1.16 SUPERCRITICAL FLUID CHROMATOGRAPHY

Supercritical fluid chromatography employs supercritical fluid instead
of gas or liquid to achieve separations. Supercritical fluids generally
exist at conditions above atmospheric pressure and at an elevated tem-
perature. As a fluid, the supercritical state generally exhibits properties
that are intermediate to the properties of either a gas or a ligiud.
Chapter 16 discusses various advantages of SFC over GC and HPLC
and also provides some interesting applications.

1.17 ELECTROMIGRATION METHODS

The contribution of electromigration methods to analytical chemistry
and biological/pharmaceutical science has been very significant in the
last several decades. Electrophoresis is a separation technique that is
based on the differential migration of charged compounds in a semi-
conductive medium under the influence of an electric field (Chapter 17).
It is the first method of choice for the analyses of proteins, amino acids,
and DNA fragments. Electrophoresis in a capillary has evolved the
technique into a high-performance instrumental method. The applica-
tions are widespread and include small organic-, inorganic-, charged-,
neutral-compounds, and pharmaceuticals. Currently, CE is considered
an established tool that analytical chemists use to solve many analytical
problems. The major application areas still are in the field of DNA
sequencing and protein analysis, as well as low-molecular weight com-
pounds (pharmaceuticals). The Human Genome Project was completed
many years earlier than initially planned, because of contributions of
CE. The CE technology has grown to a certain maturity, which has
allowed development and application of robust analytical methods. This
technique is already described as general monographs in European
Pharmacopoeia and the USP. Even though both electromigration and
chromatographic methods evolved separately over many decades, they
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have converged into a single method called capillary electrochromato-
graphy. This technique has already shown a lot of promise.

1.18 ELECTROCHEMICAL METHODS

The discussion of electrochemical methods has been divided into two
areas, potentiometry and voltammetry.

1.18.1 Potentiometry

In potentiometry, the voltage difference between two electrodes is
measured while the electric current between the electrodes is main-
tained under a nearly zero-current condition (Chapter 18a). In the most
common forms of potentiometry, the potential of a so-called indicator
electrode varies, depending on the concentration of the analyte while
the potential arising from a second reference electrode is ideally a con-
stant. Most widely used potentiometric methods utilize an ion-selective
electrode membrane whose electrical potential to a given measuring
ion, either in solution or in the gas phase, provides an analytical re-
sponse that is highly specific. A multiplicity of ion-selective electrode
designs ranging from centimeter-long probes to miniaturized microm-
eter self-contained solid-state chemical sensor arrays constitute the
basis of modern potentiometric measurements that have become in-
creasingly important in biomedical, industrial, and environmental ap-
plication fields. The modern potentiometric methods are useful for a
multitude of diverse applications such as batch determination of medi-
cally relevant electrolytes (or polyions in undiluted whole blood), in vivo
real time assessment of blood gases and electrolytes with non-
thrombogenic implantable catheters, multi-ion monitoring in indus-
trial process control via micrometer solid-state chemical-field effect
transistors (CHEMFETSs), and the determination of heavy metals in
environmental samples.

1.18.2 Voltammetry

This is a dynamic electrochemical technique, which can be used to
study electron transfer reactions with solid electrodes. A voltammo-
gram is the electrical current response that is due to applied exci-
tation potential. Chapter 18b describes the origin of the current in
steady-state voltammetry, chronoamperometry, cyclic voltammetry, and
square wave voltammetry and other pulse voltammetric techniques.
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The employment of these techniques in the study of redox reactions
provides very useful applications.

1.19 HYPHENATED METHODS

The combination of separation techniques with spectroscopy has pro-
vided powerful tools. For example, UV and various other spectroscopic
detectors have been commonly used in HPLC (or LC), SFC, and CE (see
Chapters 15-17). To fully utilize the power of combined chromato-
graphy-mass spectrometry techniques, it is necessary to understand the
information and nuances provided by mass spectrometry in its various
forms (Chapter 19). In principle, these novel systems have solved many
of the problems associated with structure elucidation of low-level
impurities. It must be emphasized that the tried-and-true method of off-
line isolation and subsequent LC-MS is still the most reasonable ap-
proach in some cases. In general, some compounds behave poorly, spec-
troscopically speaking, when solvated in particular solvent/
solvent-buffer combinations. The manifestation of this poor behavior
can be multiple stable conformations and/or equilibration isomers in the
intermediate slow-exchange paradigm, resulting in very broad peaks on
the NMR time scale. Therefore, it can be envisioned that the flexibility
of having an isolated sample in hand can be advantageous. There are
additional issues that can arise, such as solubility changes, the need
for variable temperature experiments, the need to indirectly observe
heteroatoms other than '®C (triple resonance cryogenic probe required),
as well as many others. It must be stated that LC-NMR and its various
derivatives are ideally suited for looking at simple regiochemical issues
in relative complex systems. In some cases, full structure elucidation of
unknown compounds can be completed. Although this will become more
routine with some of the recent advances such as peak trapping in
combination with cryogenic flow-probes. There are many elegant exam-
ples of successful applications of LC-NMR and LC-NMR/MS to very
complex systems. The principle advantage is that in most cases one can
collect NMR and MS data on an identical sample, thus eliminating the
possibility of isolation-induced decomposition.

1.20 UNIQUE DETECTORS

Special detectors have been developed to deal with various situations. A
few interesting examples are discussed below. These include optical
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sensors (optrodes), biosensors, bioactivity detectors, and drug detectors.
Some of the new developments in the area of lab on chip have also been
summarized.

1.20.1 Optical sensors

Chemical sensors are simple devices based on a specific chemical rec-
ognition mechanism that enables the direct determination of either the
activities or concentrations of selected ions and electrically neutral
species, without pretreatment of the sample. Clearly, eliminating the
need for sample pretreatment is the most intriguing advantage of
chemical sensors over other analytical methods. Optical chemical sen-
sors (optodes or optrodes) use a chemical sensing element and optical
transduction for the signal processing; thus these sensors offer further
advantages such as freedom from electrical noise and ease of minia-
turization, as well as the possibility of remote sensing. Since its intro-
duction in 1975, this field has experienced rapid growth and has
resulted in optodes for a multitude of analytes (see Chapter 20a).

Optical biosensors can be designed when a selective and fast biore-
action produces chemical species that can be determined by an optical
sensor. Like the electrochemical sensors, enzymatic reactions that pro-
duce oxygen, ammonia, hydrogen peroxide, and protons can be utilized
to fabricate optical sensors.

1.20.2 Bioactivity detectors

Routine monitoring of food and water for the presence of pathogens,
toxins, and spoilage-causing microbes is a major concern for public
health departments and the food industry. In the case of disease-
causing contamination, the identification of the organism is critical to
trace its source. The Environmental Protection Agency monitors drink-
ing water, ambient water, and wastewater for the presence of organ-
isms such as nonpathogenic coliform bacteria, which are indicators of
pollution. Identifying the specific organism can aid in locating the
source of the pollution by determining whether the organism is from
humans, livestock, or wildlife. Pharmaceutical companies monitor
water-for-injection for bacterial toxins called pyrogens, which are not
removed by filter-sterilization methods. Chapter 20b discusses the need
for methods to quickly detect biothreat agents, which may be intro-
duced as bacteria, spores, viruses, rickettsiae, or toxins, such as the
botulism toxin or ricin.

11
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1.20.3 Drug detectors

Drug detection technologies are used in various law enforcement sce-
narios, which present challenges in terms of instrumentation develop-
ment. Not only “must be detected” drugs vary, but the amounts to be
detected range from microgram quantities left as incidental contami-
nation from drug activity to kilograms being transported as hidden
caches. The locations of hidden drugs create difficulties in detection as
well. Customs and border agents use drug-detection technology to inter-
cept drugs smuggled into the country in bulk cargo or carried by in-
dividuals. Correctional facilities search for drugs being smuggled into
the prison by mail (e.g., small amounts under stamps) or by visitors, and
furthermore need to monitor drug possession inside the prison. Law
enforcement representatives may use detectors in schools to find caches
of dealers. Other users of drug detection technology include aviation and
marine carriers, postal and courier services, private industry, and the
military. The task is to find the relatively rare presence of drugs in a
population of individuals or items, most of which will be negative. Con-
sequently, for drug detection purposes, the ability to find illicit contra-
band is of greater importance than accurate quantitation. Chapter 20c
describes various instruments that have been developed for drug
detection.

Microchip Arrays: An interest in developing a lab on chip has led to
some remarkable advancements in instrumentation [3]. In the early
1990s, microfabrication techniques borrowed from the electronic in-
dustry to create fluid pathways in materials such as glass and silicon
[4]. This has led to instrumentation such as NanoL.C-MS [5]. The main
focus of these methods is analysis of biologically sourced material for
which existing analytical methods are cumbersome and expensive. The
major advantages of these methods are that a sample size 1000-10,000
times smaller than with the conventional system can be used, high-
throughput analysis is possible, and a complete standardization of ana-
lytical protocol can be achieved. A large number of sequence analyses
have to be performed in order to build a statistically relevant database
of sequence variation versus phenotype for a given gene or set of genes
[6]. For example, patterns of mutation in certain genes confer resist-
ance to HIV for various antiretrovirals. Sequence analyses of many HIV
samples in conjunction with phenotype data can enable researchers to
explore and design better therapeuticals. Similarly, the relationship of
mutation in cancer-associated genes, such as p53, to disease severity
can be addressed by massive sequence analyses.
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DNA probe array systems are likely to be very useful for these ana-
lyses. Active DNA microchip arrays with several hundred test sites are
being developed for evolving genetic diseases and cancer diagnostics.
These approaches can lead to high-throughput screening (HTS) in drug
discovery. The Human Genome Project has been a major driving force
in the development of suitable instruments for genome analysis. The
companies that can identify genes that are useful for drug discovery are
likely to reap the harvest in terms of new therapeutic agents and thera-
peutic approaches and commercial success in the future.

1.21 PROBLEM SOLVING AND GUIDELINES FOR METHOD
SELECTION

Analytical chemistry helps answer very important questions such as
“What is in this sample, and how much is there?”’ It is an integral part
of how we perceive and understand the world and universe around us,
so it has both very practical and also philosophical and ethical impli-
cations. Chapter 21 deals with the analytical approach rather than ori-
enting primarily with techniques, even when techniques are discussed.
It is expected that this will further develop critical-thinking and prob-
lem-solving skills and, at the same time, gain more insight into an
understanding and appreciation of the physical world surrounding us.
This chapter will enable the reader to learn the type of thinking needed
to solve real-world problems, including how to select the “best’ tech-
nique for the problem.
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Chapter 2

Sampling and sample preparation

Satinder Ahuja and Diane Diehl

2.1 INTRODUCTION

Sample preparation (SP) is frequently necessary for most samples and
still remains one of the major time-consuming steps in most analyses. It
can be as simple as dissolution of a desired weight of sample in a solvent
prior to analysis, utilizing appropriate instrumental techniques de-
scribed in this book. However, it can entail a number of procedures,
which are listed below, to remove the undesirable materials [1] (also see
Section 2.3 below):

1. Removal of insoluble components by filtration or centrifugation
2. Precipitation of undesirable components followed by filtration or
centrifugation
3. Liquid-solid extraction followed by filtration or centrifugation
4. Liquid-liquid extraction
5. Ultrafiltration
6. Ion-pair extraction
7. Derivatization
8. Complex formation
9. Freeze-drying
10. Solid-phase extraction
11. Ion exchange
12. Use of specialized columns
13. Preconcentration
14. Precolumn switching
15. Miscellaneous cleanup procedures

The application of robotics to enhance laboratory productivity has
met with some success in laboratories with high-volume repetitive rou-
tine assays. However, the requirements for extensive installation, de-
velopment, validation, and continuing maintenance effort have slowed
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the growth of robotics in pharmaceutical laboratories [2]. Many robots
in pharmaceutical R&D labs have been abandoned because they were
not sufficiently flexible or reliable to automate the varying applications
to warrant the continuing upkeep. The ideal dream of full automation,
where one simply inputs samples (tablets, capsules, or other pharma-
ceutical products) and receives viable data with absolute reliability and
without frequent troubleshooting, is generally not realized by labora-
tory robotics.

This chapter presents an overview of the various methods for col-
lecting and preparing samples for analysis, from classical to more mod-
ern techniques. We provide below a general overview, outlining some of
the theory and practice of each technique. Our focus is mainly on the
analysis of organic compounds of interest (analytes) in a variety of
matrices, such as environment, food, and pharmaceuticals. For further
reading, the analysts are referred to a more detailed discussion of these
techniques in various textbooks and key references [3-7].

2.2 SAMPLING

Successful quantitative analysis starts with the sample collection and
ends with the interpretation of the data collected on them. Depending
on the nature of the matrix, various sample collection techniques are
employed. The sample should be representative of the bulk material.
For example, with environmental samples, which include soil, water,
and air, the first important consideration of representative sampling is
right at the point of collection because you need to consider intrinsic
heterogeneity of most materials [8]. Distribution of minerals in earth,
dispersion of leachates from toxic waste into our aquifers, discharge of
damaging chemicals into streams and rivers, and the buildup of air
pollutants in urban areas all present complex sampling challenges and
require sample-specific strategies to obtain clear and unbiased over-
views. These considerations become exceedingly important whenever
you are performing analysis of trace and ultratrace components
[1,9,10].

Let us consider a difficult example of sampling of mined materials
(sand, dolomite, and limestone) used for the manufacture of glass. The
materials are delivered in railroad cars; each may contain up to 2 tons of
material and are susceptible to vertical separation on the basis of size
and density of particles because of vibrations during transportation [8].
To obtain a representative sample, sampling is done with a hollow
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conical stainless steel spear, on a vertical basis, which collects approx-
imately 500 g each time. The sample is collected at six different loca-
tions per railroad car. This means a total of 3 kg sample is collected per
railroad car, so you can imagine the magnitude of sample size you may
have at hand if you multiply this by the number of railroad cars. Enor-
mous difficulty will be encountered to select a representative sample if
you were to analyze 0.5 g portion(s) of the bulk sample. Clearly, it would
be necessary to homogenize the sample thoroughly if the analysis of the
composite was the objective (see discussion below).

2.2.1 Sample size reduction

Particle size reduction is necessary to assure that various materials in
the sample have roughly the same particle size [11]. Even after the
particle size has been made reasonably uniform, the sample size has to
be reduced to a manageable amount that can be analyzed, e.g., 0.5 g from
a bulk sample of several kilograms in the example discussed above. Some
of the approaches that have been used follow: coning and quartering,
proportional divider, and straight-line sampler (for details see Ref. [8]).

It is important to divide the sample without discrimination with
respect to size, density, or any other physical characteristics of the
particles.

2.2.2 Sampling error

The relationship between the sampling error and particle size can be
seen in Fig. 2.1. Various lines in that show the error relating to the
amount sampled in each case. It is clear that a larger sample size re-
duces error significantly; however, it is not logical to work with very
large quantities. The sampling error for the normal sample for analysis,
which is likely to be anywhere between 0.1% and 1% of the whole
sample, can be seen in Fig. 2.1. The sampling error can be minimized by
grinding the particles down to fine size, assuming there are no issues
relating to the stability of the analytes.

To minimize sampling errors in the pharmaceutical industry, an
effective quality assurance approach utilizes sampling at various stages
of the manufacturing process to provide a better indication of the true
content of a product. Let us review an example of sampling tablets
(drug product) for potency analysis; i.e., amount of the active ingredient
present in each tablet. A batch of tablets can contain as many as a
million or more tablets made with a high-speed tablet-punching
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Fig. 2.1. Plot that shows the relationship between sample error, the number of
particles in a sample, and different percentages of original material sampled [8].

machine. Since a relatively small number of tablets are finally tested to
pass or fail a batch, several testing steps are built in to reduce vari-
ations that are due to sampling uncertainty and thus assure quality of
the batch. Prior to manufacturing a batch of tablets, the active phar-
maceutical ingredient (API) is mixed carefully with the inert ingredi-
ents (excipients) to produce a granulation that ensures that the API is
uniformly dispersed and that it would become more readily available to
reach the bloodstream when administered to patients. During the de-
velopment phase, tests are conducted at various intervals in the mixing
process to assure optimum mixing time. During production, the gran-
ulation is tested to assure that reliable mixing has been accomplished
for each batch before tablets are manufactured. The tablets are man-
ufactured with a tablet-punching machine, where an individual
weighed portion is punched into an individual tablet. The weight of
the API and the weight of the tablet can influence the accuracy of this
process. Tablets are sampled at various portions of the run to assure
that the tablet-punching machine is indeed producing uniform tablets
in terms of dosage of API. The final batch needs to be sampled to
represent the whole batch. This sample is drawn from various portions
of the whole batch to assure fair representation of the batch. An an-
alytical chemist then selects 20 tablets (a composite sample), in a ran-
dom manner, from the bulk sample. The composite sample is powdered
to produce a uniform powder from which a portion is drawn for the
analysis. Duplicate analyses are generally carried out to arrive at the
potency of the batch.
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TABLE 2.1
Variation of dosage of Pertofrane capsules and Tofranil tablets®

% Tablets or capsules within indicated dosage

+2% +5% +10% +15%

Dosage (mg) Tablets Capsules Tablets Capsules Tablets Capsules Tablets Capsules

10 27.7 32.5 574 65.0 90.3 96.7 99.4 100.0
25 38.1 49.7 79.6 67.8 99.2 94.1 100.0 100.0
50 45.2 42.0 82.9 88.7 99.0 100.0 100.0 100.0

2Adapted from Ref. [12].

To assure tablet uniformity for example, the United States Phar-
macopoeia requires that a sample size of 30 tablets be tested as follows:
Test 10 tablets: the batch passes if no tablet is outside of plus or minus
15% of specified limits; if one tablet out of 10 is outside 15% of specified
limits, then 20 more tablets are tested; and no more than 2 tablets can
be outside the plus or minus 25% of the specified limits.

Table 2.1 demonstrates how excellent dosage uniformity can be
achieved [12] for Tofranil tablets (10, 25, and 50 mg) and Pertofrane
capsules (10, 25, and 50mg). Of the 730 individual tablets analyzed,
over 90% were within 10% of indicated dosage, and all except one tablet
(Tofranil 10 mg) were within 15% of the indicated dosage. And all were
within the 25% limits. Of the 590 capsules analyzed, all were within
15% of the indicated dosage.

This example demonstrates how various testing steps can assure
that representative results can be obtained, even with a relatively small
sample size, especially when steps have been taken to assure that the
whole batch is reasonably uniform.

It is important to remember that the confidence in our final results
depends both on the size of our sample, which adequately represents
the whole batch, and steps that have been taken to assure uniformity of
the whole batch. In addition, the magnitude of interfering effects
should be considered.

One should never forget that all sampling investigations are subject
to experimental error. Careful consideration of sampling can keep this
error to a minimum. To assure valid sampling, major consideration
should be given to the following [13]:

1. Determination of the population or the bulk from which the sample
is drawn.
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2. Procurement of a valid gross sample.
3. Reduction of the gross sample to a suitable sample for analysis.

It is desirable to reduce the analytical uncertainty to one-third or less
of sampling uncertainty [14]. Interested readers should consider sam-
pling theory [15].

2.3 SAMPLE PREPARATION

A survey on trends of sample preparation (SP) revealed that pharma-
ceutical and environmental analysts are more likely to employ sample
preparation techniques [16]. Figure 2.2 shows various sample prepa-
ration steps that may be employed in sample preparation. Most ana-
lysts use 1 to 4 steps for sample preparation; however, some can use
more than 7. Interestingly, a large number of analysts have to perform
analyses of components in the parts-per-million range or below.

As discussed above, after the sample has been collected, a decision
has to be taken as to whether the entire sample or a portion of the
sample needs to be analyzed. For low-level analytes, the entire sample
is often utilized. When the concentration of the analyte is suspected to
be well above a detection limit, then a portion of the collected sample
can be used. The sample must be homogenous so that the data gen-
erated from the subsample are representative of the entire sample. For
example, a soil sample may need to be sieved, large pieces ground, and
then mixed for the sample to be homogenous.

The next crucial portion of the process is the sample preparation,
which allows the analyte to be detected at a level that is appropriate for
detection by the instrument. The sample must be prepared in such a
way that the matrix does not interfere with the detection and meas-
urement of the analytes. Often, this requires complete separation of the
sample matrix from the analyte(s) of interest. In other cases, the ana-
lytes can be measured in situ or first derivatized and then measured in
situ. Both the nature of the analyte and the matrix dictate the choice of
sample preparation (see Ref. [1]).

Table 2.2 shows a comparison of various extraction methods for solid
samples [17]. It appears that one can take anywhere from 0.1 to 24 h for
the extraction process. Microwave-assisted sample preparation requires
minimal time; however, if cost is a consideration, Soxhlet extraction is
least costly but requires the longest sample preparation time.
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Fig. 2.2. Sample preparation procedures commonly used [16].
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TABLE 2.2

Comparison of extraction methods for solid sample preparation®

Method Sample size Solvent Temperature  Typical Time® (h) Automation Number of Cost?
(g) volume (ml) °C) operating level samples®
pressure (psi)
Sonication 20-50 100-300 Ambient-40 Atmospheric  0.5-1.0 None 1 (serial), Low
many (batch)
Traditional 10-20 200-500 40-100 Atmospheric  12-24 None 1 (serial) Very low
Soxhlet
Modern 10-20 50-100 40-100 Atmospheric 1-4 Mostly 6 (batch) Moderate
Soxhlet
SFE 5-10 10-20° 50-150 2000-4000 0.5-1.0 Fully 44 (serial) High
Pressurized 1-30 10-45 50-200 1500-2000 0.2-0.3 Fully 24 (serial), 6  High
fluid (batch)
Closed-vessel 2-5 30 100-200 1500-2000 0.1-0.2 Mostly 12 (batch) Moderate
microwave-
assisted
Open-vessel 2-10 20-30 Ambient Atmospheric  0.1-0.2 Mostly 6 (batch) Moderate
microwave-
assisted

2Adapted from Ref. [17].

PTotal processing time per sample from weighing to collection.

‘Maximum number of samples that commercial instruments can handle; serial means one sample processed at a time, and batch means multiple
samples at a time.

ClVery low = less than $1000; low = less than $10,000; moderate = $10,000-20,000; high = more than 20,000.

®Solvent volume when organic modifier is used to affect polarity.
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2.3.1 Types of samples

Our focus in this chapter is on the analysis of organic analytes in sam-
ple matrices that are organic and/or inorganic in nature. These organic
analytes can be subclassified into volatile, semivolatile, or nonvolatile.
The matrix can be gas (or volatile samples), solid, or liquid. Both the
anticipated concentration of the analyte and the type of sample dictate
the instrumentation that can be used, as well as the sample preparation
technique required.

2.3.1.1 Volatile samples
Volatile samples are usually analyzed by gas chromatography. There
are many different sample pretreatment methods for gases. Let us re-
view these techniques:

Grab sampling

A gaseous sample is pulled into an empty container such as a metal
canister. In the laboratory, the sample is often chilled to isolate the
volatile compounds. The container may then simply be rinsed with a
solvent to capture these compounds. The solvent can then be directly
injected into a suitable instrument for analysis, such as a gas chro-
matograph (GC).

Solid-phase trapping

A gaseous sample is passed through a solid material, such as silica gel
or polyurethane foam (PUF), in a tube. A glass fiber filter is often put in
front of the solid support to capture particle-phase constituents, while
the vapor-phase compounds are captured on the solid support. This is
used for semivolatile analytes, such as polycyclic aromatic hydrocar-
bons and pesticides. The solid support is then usually extracted in the
lab with a solvent (see techniques described later in this chapter), and
then the techniques used for liquid samples are followed.

Liquid trapping

In this case, the gas is bubbled through a liquid that has an affinity
for the analyte of interest. After a certain period of time, the liquid is
then analyzed, often directly by injection into a GC.

Head-space sampling

The solid or liquid sample is placed into a glass vial, which is heated,
with enough empty space in the vial above the sample to allow the
analyte to reach equilibrium between the gas and solid (or liquid)
phase. The gas phase is sampled and analyzed, usually by GC. This type
of sampling is generally used for analyzing trace amounts of volatile
samples.
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Purge and trap

This technique is similar to head-space sampling in which the sam-
ple is placed in a heated vial. However, the head-space vapors are con-
tinually removed by a flow of inert gas. This gas is then trapped either
on a solid support or is cooled and then thermally desorbed into the GC.
This procedure is used preferably over head-space sampling if the
analytes are in low concentration or have unfavorable partition coeffi-
cients. An interesting application of this technique is in the area of food
quality control—specifically in the wine industry [18]. 2,4,6-Trichlo-
roanisole (T'CA) is the analyte responsible for cork taint in bottles of
wine. In this research, samples of wine and cork were extracted with
pentane, rotary evaporated, and reconstituted in an aqueous solution of
sodium chloride and sulfuric acid, and then submitted to purge and
trap, with gas chromatographic analysis. Another method that utilizes
purge and trap is the analysis of volatile organic compounds in drinking
water [19]. Compounds that contain multiple halogens such as dichlo-
robromomethane are potentially harmful to humans. In this research,
helium was passed through water samples to strip out the analytes,
which were trapped in a capillary trap and thermally desorbed in a
purge and trap system.

2.3.1.2 Solid samples

Solid samples often require more creativity in preparation. The ap-
proach of dissolve, dilute, and shoot (inject into a chromatograph) is
quite common for the analysis of drug substances. In a drug product
(tablets or capsules) where API can be easily solubilized, the process
can be reduced to dissolve, filter, and shoot as well. However, for drug
products, a more elaborate process of grind, extract, dilute, and filter is
generally employed to extract the API from the tablets (a solid matrix
composed of inactive ingredients). As high accuracy and precision are
mandatory in assays for drug products, volumetric flasks (25-500 ml)
are used to attain very precise and sufficient volumes for solubilizing
the API in the case of the tablets. This approach is straightforward for
immediate-release dosage forms but can be challenging for controlled-
release products and formulations of low-solubility APIs [2].

2.3.1.2.1 Pretreatment steps

Before many of the techniques for processing solid samples can be em-
ployed, the solid sample must be homogenized. There are many phys-
ical techniques to accomplish this goal. First, grinding, such as with a
mortar and pestle or with a mechanical grinder puts the sample into a

24



iranchembook.ir/edu

Sampling and sample preparation

fine particulate state, making the extraction techniques more effective
and more efficient. However, if thermally labile analytes are present,
care must be taken to avoid heating induced by friction. For softer
samples, ball milling is the preferred grinding method. In this case, the
sample is placed in a container; porcelain, steel, or some other inert
material is added to the container, and the entire device is shaken or
rotated. For very sticky samples, liquid nitrogen may be used to force
the sample into a solid brittle state.

An additional step must be taken for samples that are wet, such as a
soil sample or plant tissue. The amount of water present in a sample
can affect the total reported concentration. Therefore, samples are of-
ten analyzed for water content before analysis. In this case, samples are
weighed, dried (usually in an oven), and then reweighed. Care must be
taken if the analytes are volatile or if the sample may decompose under
heating.

More elaborate sample preparation is often needed for complex
sample matrices, e.g., lotions and creams. Many newer SP technologies
such as solid-phase extraction (SPE), supercritical fluid extraction
(SFE), pressurized fluid extraction, accelerated solvent extraction
(ASE), and robotics are frequently utilized (see Ref. [2]). Dosage forms
such as suppositories, lotions, or creams containing a preponderance of
hydrophobic matrices might require more elaborate SP and sample
cleanup, such as SPE or liquid-liquid extraction.

For samples that are more complex, some type of liquid-extraction
process to remove the analytes of interest may be required. Many of
these techniques have been around for over 100 years. These tech-
niques are widely accepted by various global regulatory agencies, such
as the EPA in the USA, and therefore have not changed much over
time. Some improvements to reduce the amount of organic solvents
used have been made and are detailed below:

Solid-liquid extraction

This is one of the simplest extraction methods. The sample is placed
in a vessel, and the solvent is added to dissolve the sample components.
The container is shaken for a given period of time, and then the in-
soluble components are removed by filtering or centrifugation. This
process works well if the analytes are readily soluble in the solvent and
not tightly bound to the matrix. The sample is often heated to boil/
reflux to speed up the process if thermal lability is not a problem.

Solution- solvent extraction

The analytes of interest are solubilized in aqueous solvent at the
desired pH and extracted with an organic solvent (see Section 2.3.1.3
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for more details on liquid-liquid extraction). Let us review a particu-
larly challenging sample preparation technique for water-soluble vita-
mins from multivitamin tablets, which entails diversity of analytes of
varied hydrophobicities and pK,. Water-soluble vitamins (WSVs) in-
clude ascorbic acid (vitamin C), niacin, niacinamide, pyridoxine (vita-
min B-6), thiamine (vitamin B-1), folic acid, riboflavin (vitamin B-2),
and others [20]. While most WSVs are highly water soluble, riboflavin is
quite hydrophobic and insoluble in water. Folic acid is acidic, while
pyridoxine and thiamine are basic. In addition, ascorbic acid is light
sensitive and easily oxidized. The SP for fat-soluble vitamins (FSVs) A,
E, and D presents a different set of challenges. The extraction strategy
employs a two-step approach, using mixed solvents of different polarity
and acidity as follows. A two-phase liquid-liquid extraction system is
used to isolate the FSV into hexane, while retaining other analytes and
excipients in the aqueous layer. A capped centrifuge test tube rather
than a separatory funnel is used to minimize extraction time and sol-
vent volumes. The final hexane solution is injected directly into the
HPLC system with a mobile phase consisting of 85% methanol/water.
Chromatographic anomalies from injecting a stronger solvent are
avoided by reducing the injection volume to 5 pl.

Sonication

Sonication helps improve solid-liquid extractions. Usually a finely
ground sample is covered with solvent and placed in an ultrasonic bath.
The ultrasonic action facilitates dissolution, and the heating aids the
extraction. There are many EPA methods for solids such as soils and
sludges that use sonication for extraction. The type of solvent used is
determined by the nature of the analytes. This technique is still in
widespread use because of its simplicity and good extraction efficiency.
For example, in research to determine the amount of pesticide in air
after application to rice paddy systems, air samples collected on PUF
were extracted by sonication, using acetone as the solvent. The extrac-
tion recoveries were between 92% and 103% [21].

Soxhlet extraction

This extraction method remains the most widely used method of
extraction for solid samples. The sample is placed in a thimble, which
sits inside the Soxhlet apparatus. A constant refluxing of the solvent
causes the liquid to drip on top of the sample and leach through the
thimble (taking analyte with it). The design of the system is such that
once the liquid reaches a certain level, a siphoning mechanism returns
the liquid to the boiling vessel. The liquid continues boiling and
refluxing for 18-24 h. While this is a slow process, once the setup is
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complete, the operator can walk away and return to it at the end of the
operation.

One of the requirements of this approach is that the analytes must
be stable at the boiling point of the solvent, since the analytes collect in
the flask. The solvent must show high solubility for the analyte and
none for the sample matrix. Since this is one of the oldest methods of
sample preparation, there are hundreds of published methods for all
kinds of analytes in as many matrices. For example, XAD-2 resin (sty-
rene-divinylbenzene) that was used to collect air samples to monitor
current usage of pesticides in Iowa was Soxhlet-extracted for 24 h with
hexane/acetone [22]. This is common in environmental sample analysis,
and one will see rows and rows of these systems in environmental
laboratories. One disadvantage of Soxhlet extraction is the amount of
solvent consumed, though modern approaches to solid sample extrac-
tion have tried to reduce the amount of solvent used.

In recent years, several modifications to Soxhlet extractions have
been developed. Two such methods are automated focused microwave-
assisted Soxhlet extraction (FMASE) [23,24] and ultrasound-assisted
Soxhlet extraction [25]. In one experiment with the FMASE setup [23],
the sample cartridge is irradiated by microwaves, allowing for faster
extraction. Soil samples contaminated with polychlorinated biphenyls
were extracted by FMASE and conventional Soxhlet extraction. The
FMASE method produced data that are as accurate and precise as the
conventional method. The benefits of this newer method are the time-
savings (70min versus 24 h) and the recycling of 75% of the organic
extraction solvent. Similarly, utilizing ultrasound-assisted Soxhlet ex-
traction [25] for determining the total fat content in seeds, such as
sunflower and soybeans, resulted in data comparable to conventional
Soxhlet extraction, with RSDs less than 1.5%, and with extraction times
of 90 min versus 12 h.

Accelerated solvent extraction (ASE)

In this technique, organic solvents at high temperature under pres-
sure are used to extract analytes. The process consists of placing the
sample in a stainless-steel vessel, introducing the solvent, pressurizing
the vessels, heating of the sample cell under constant pressure, extrac-
tion, transferring the extract to a sealed vial with a fresh wash of the
solid sample, nitrogen purge of the cell, and then loading the next
sample. With commercial systems, this process is all automated. An-
other advantage of this system is the reduction in both extraction times
(10-20 min versus 18-24 h) and solvent usage (20 ml versus 150-500 ml)
from a traditional Soxhlet extraction. The US EPA has certified an ASE
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extraction method for the extraction of polychlorinated biphenyls,
PAHs, organochloride and organophosphorus pesticides from soil,
Method 3545 [26].

Supercritical fluid extraction (SFE)

The popularity of this extraction method ebbs and flows as the years
go by. SFE is typically used to extract nonpolar to moderately polar
analytes from solid samples, especially in the environmental, food
safety, and polymer sciences. The sample is placed in a special vessel
and a supercritical gas such as COs is passed through the sample. The
extracted analyte is then collected in solvent or on a sorbent. The ad-
vantages of this technique include better diffusivity and low viscosity of
supercritical fluids, which allow more selective extractions. One recent
application of SFE is the extraction of pesticide residues from honey
[27]. In this research, liquid-liquid extraction with hexane/acetone was
termed the conventional method. Honey was lyophilized and then
mixed with acetone and acetonitrile in the SFE cell. Parameters such as
temperature, pressure, and extraction time were optimized. The re-
searchers found that SFE resulted in better precision (less than 6%
RSD), less solvent consumption, less sample handling, and a faster ex-
traction than the liquid-liquid method [27].

SFE may also be coupled to GC and HPLC systems [28] for a simple
on-line extraction and analysis system. Lycopene is determined in food
products such as tomatoes and tomato products, using SFE coupled to
HPLC with an HPLC column used for trapping and analysis. The
method is short, requires small sample amounts, and has good linearity
and sensitivity. Because the entire system is closed, there is little
chance for the lycopene to degrade.

Microwave-assisted extraction (MAE)

Most average homes contain a microwave oven. Researchers have
taken that same technology and applied it to sample extraction. Using
microwave technology with acidic solutions has become a commonplace
replacement for traditional acid digests. The sample is placed in a
closed, chemical-resistant vessel and heated in a microwave. This pro-
cess is much faster than hot-plate techniques and has become widely
accepted by such agencies as the US EPA.

Combining microwave heating with solvent extraction (MAE) has
gained status in the scientific community. Compounds absorb micro-
wave energy approximately in proportion to their dielectric constants:
the higher the constant, the higher the level of absorption of the
microwave energy. There are two ways of running MAE: using a mi-
crowave-absorbing solvent with a high dielectric constant or use of a
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non-microwave absorbing solvent of low dielectric constant. With the
solvent that absorbs microwave energy, the solvent and sample are in a
closed vessel. This causes the solvent to heat to above its boiling point
and forces a quick extraction under moderate pressure. In the non-
microwave absorbing approach, the sample and solvent are in an open
vessel. In this case, the sample itself absorbs the energy and heats up.
The analytes are released from the hot sample into the cool surround-
ing liquid.

The advantages of MAE are short extraction times (10 min), extrac-
tion of many samples at one time (up to 14, depending on the system),
and less organic solvent consumed. In one recent study [29], MAE was
used to extract paclitaxel from Iranian yew trees. The needles of the
tree were air-dried and ground. The needles were covered with meth-
anol-water and placed in the MAE apparatus. Extractions took
9-16 min. The extracts were filtered and analyzed by HPLC. Further
optimization of the method resulted in less than 10% RSDs for preci-
sion and greater than 87% recovery. The overall benefits of the MAE
method are reduced extraction times (15-20 min versus 17 h), minimal
sample handling, and 75-80% reduction in solvent consumption [29].

2.8.1.3 Liquid samples
Liquid samples, other than those that are inherently liquid, can arise
from the solid sample extraction techniques described above. As men-
tioned previously, sometimes a simple dilute-and-shoot approach can be
utilized, i.e., add solvent to the sample and then inject directly into the
instrument. Other times, evaporation of residual liquid can be uti-
lized—then the sample is either directly injected, or if the sample is
evaporated to dryness, a new solvent can be added. Often, however, the
residual matrix causes interference and the following techniques can be
employed for further sample cleanup.

Microdialysis

A semipermeable membrane is placed between two liquids, and the
analytes transfer from one liquid to the other. This technique is used
for investigating extracellular chemical events as well as for removing
large proteins from biological samples prior to HPLC analysis.

Lyophilization

Aqueous samples are frozen, and water is removed by sublimation
under vacuum; this procedure is epecially good for nonvolatile analytes.

Filtration

Liquid is passed through a filter paper or membrane to remove sus-
pended solids.
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Centrifugation

A liquid sample with solids is spun at high speed to force the solids to
the bottom of the vessel. The liquid is decanted and often further
processed.

Liquid-liquid extraction (LLE)

Liquid-liquid extraction is a form of solvent extraction in which the
solvents produce two immiscible liquid phases. The separation of ana-
lytes from the liquid matrix occurs when the analyte partitions from
the matrix-liquid phase to the other. The partition of analytes between
the two phases is based on their solubilities when equilibrium is
reached. Usually, one of the phases is aqueous and the other is an
immiscible organic solvent. Large, bulky hydrophobic molecules like to
partition into an organic solvent, while polar and/or ionic compounds
prefer the aqueous phase.

A review of several classic equilibrium equations is in order. The
Nernst distribution law states that a neutral species will distribute
between two immiscible solvents with a constant ratio of concentra-
tions.

Kp =C,/Cyq

where Ky is the distribution constant, C, is the concentration of the
analyte in the organic phase, and C,q is the concentration of the analyte
in the aqueous phase. Another equation that is more appropriate is the
fraction of analyte extracted, E,

E = COVO/(COVO + Caanq) = I{DV/(1 + KDV)

where V, is the volume of the organic layer, V,, the volume of aqueous
phase, and V the phase ratio V,/V,.

Extraction is an equilibrium process, and therefore a finite amount
of solute might be in both phases, necessitating other processing steps
or manipulation of the chemical equilibria.

The organic solvent should preferably be insoluble in water, should
be of high volatility for easy removal, and should have a great affinity
for the analytes. There are several mechanisms for increasing Ky such
as changing the organic solvent so the analyte more readily partitions
into that layer, manipulation of the charge state to make the analyte
uncharged and more soluble in the organic layer, or ‘“‘salting out” the
analyte from the aqueous layer by adding an inert, neutral salt to the
aqueous layer.

The actual extraction is usually carried out in a separatory funnel,
with tens of milliliters of solvents. Most extractions require two to three
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extractions, resulting in large volumes of solvent that must be removed,
often by rotary evaporation. Even with the large amounts of solvents
generated, LLE is perceived as easy to do and has been used for the
extraction of acyclovir in human serum [30] and amphetamine in urine
[31].

One advance in the area of LLE is the use of solid supports that
facilitate the partitioning of the analyte(s) of interest. LLE extraction
methods involving nonpolar matrices often suffer from the formation of
emulsions, and using the solid support is a possible solution. In one
study, polychlorinated biphenyls, dioxins, and furans were extracted
from the lipid fraction of human blood plasma [32], using diatomaceous
earth as the solid support. Long glass columns (30 cm) were packed
with several layers of Chem-Elut (a Varian product) and sodium chlo-
ride. The plasma samples were diluted with water and ethanol and
passed over the columns. A mixture of isopropanol and hexane (2:3) was
passed over the column and the LLE was performed. It can be con-
cluded that the LLE with the solid support is easier to perform and can
be applied to other lipid heavy matrices such as milk [32].

2.4 SOLID-PHASE EXTRACTION

One of the most widely used techniques across all disciplines is solid-
phase extraction (SPE). A simple approach to SPE is shown in Fig. 2.3.
These columns provide rapid extraction, minimize emulsion problems,
and eliminate most sample handling.

Step 1 Step 2 Step 3 Step 4
Prepare column by Introduce sampie Extract compounds Selectively elute
conditioning with solution of interest from compounds with 1 myg
suitable solvents solution of solvent or less
| so—— | | smnssanss | —
®) ( J
O (]
O ([
o o®
(@] o
Bl | @ |
amamman .—.-

Fig. 2.3. Rapid extraction with solid-phase columns.
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The basic technique of removing undesired components from a so-
lution with the help of solids has been used for sample cleanup for a
long time. The recoveries from a quick cleanup for waste solvents based
on a sample filtration through a Florisil and sodium sulfate column are
given in Table 2.3. It can be seen from the data in this table that a large
number of pesticides are retained by Florisil. These can be recovered
for appropriate analysis.

More sophisticated modifications have been developed relatively re-
cently to remove various matrix effects from the sample (see Biological
Matrices in Section 2.4). For example, a solid sorbent is sandwiched
between two frits in a barrel-type device. The particles are often irreg-
ularly shaped particles of 20-40 um in diameter, which allows for better
flow through the device. The same mechanisms that apply to HPLC also
apply to SPE. However, because of the large particle diameters, the
efficiency is much lower than in HPLC.

TABLE 2.3
Florisil filtration efficiency?®
Compound Sample concentration % Recovery® Standard
(ppm) deviation
Aldrin 2 93 9.5
BHC 2 86 6.1
Lindane 2 92 13.5
Chlordane 2 79 4.7
DDD 2 69 16.0
DDE 2 92 11.0
DDT 2 89 7.2
Dieldrin 2 88 3.5
Endosulfan 2 91 7.6
Endrin 2 98 7.6
Heptachlor 2 97 2.9
Toxaphene 3 90 16.5
Arochlor 1016 20 93 2.0
Arochlor 1221 20 95 6.4
Arochlor 1232 20 100 8.2
Arochlor 1242 20 93 8.3
Arochlor 1248 10 95 9.1
Arochlor 1254 10 86 9.7
Arochlor 1260 10 87 12.2

#Adapted from Pedersen, B.A. and Higgins, G.M., LCGC, 6 (1988) 1016.
b Average recovery from triplicate analysis.
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SPE is an elegant technique because of the variety of ways the de-
vices can be used. Over half of the uses of SPE are to remove any
unwanted matrix from the analytes of interest—in other words,
separate the analytes from everything else in the sample. The inter-
ferences either pass through the sorbent unretained or become ad-
sorbed to the solid support. This technique has been used in just about
every application area from bioanalytical analyses in the pharmaceu-
tical industry to removal of dyes from food samples to the removal
of humic acids from soil samples. The second major benefit of SPE is
the concentration of the analytes in trace analysis. For example, sev-
eral liters of river water can be passed over a few grams of sorbent—the
analytes adsorb to the sorbent, to be later eluted with a small volume of
solution. Other uses include solvent switching or phase exchange,
in which the sample is switched from one type of solvent to another,
often from aqueous to organic; and solid-phase derivatization in
which the SPE sorbent is coated with a special reagent, such as
dinitrophenylhydrazine (DNPH). DNPH devices contain acidified
reagent DNPH coated on a silica sorbent. Air samples are collected,
and these SPE devices are used for quantitation of aldehydes and
ketones by reaction to form the hydrazone derivative. DNPH-silica
is specified in several EPA procedures for the analysis of carbonyl
compounds in air.

Besides the barrel configurations, an explosion of other formats has
become available over the years. One type of device includes a disk or
membrane that contains a small amount of particulate material. This
format has the advantage that large amounts of sample can be passed
over the disk in much less time than in larger bed masses. However,
large holdup volumes can be observed. To facilitate automated, high-
throughput SPE, 96-well and 384-well plates have become common-
place in the pharmaceutical industry. Typically, 2-60 mg of sorbent are
contained in each well—making fast SPE of biological fluids such as
urine and plasma possible. Other advances in the format include a
microelution plate design in which small volumes (25 pul) of solvent can
be used to elute a sample, aiding in sample concentration and elimi-
nation of the need to evaporate and reconstitute.

The first reversed-phase SPE sorbents were based on silica gel par-
ticles, similar to the particles used in HPLC. A number of phases are
available ranging from C8 to C18 to anion- and cation-exchange func-
tionalities. Recent advances in particle technology have included pol-
ymeric materials that combine the benefits of a water-wettable particle
to retain polar analytes with a reversed-phase, hydrophobic moiety to
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retain large bulky molecules. These polymers are available with many
types of ion-exchange moieties, allowing for selective retention of acids
and bases.

The practical application of SPE is relatively straightforward. The
sorbent is first washed with organic solvent to both remove any resid-
ual components remaining from manufacture (although today’s SPE
phases are extensively cleaned) and to allow for proper wetting of the
chromatographic surface. This is then followed by equilibration with
an aqueous solvent. The sample is then loaded onto the sorbent.
Usually, vacuum is applied to facilitate flow through the cartridge—
depending on the nature of the sample preparation step, the analyte
either passes through the cartridge while the matrix components are
retained, or the analyte is retained on the sorbent. Subsequent wash
steps are then used to “lock on’ the analyte to the material. For ex-
ample, if a basic analyte is passed through a cation-exchange sorbent,
an acid wash is used to ensure that the base is in its charged state so it
can ‘“‘stick” to the cartridge. Further wash steps, often organic sol-
vents, are then used to remove the unwanted analytes from the sor-
bent. A final elution step of an organic solvent, sometimes with an
acidic or basic modifier, is used to elute the analyte of interest from the
sorbent.

Method development in SPE begins with an analysis of the sample
matrix as well as the sample analytes. One of the most efficient mech-
anisms of SPE is to use mixed-mode ion exchange sorbents. If the
analytes are bases, cation exchange is the most selective SPE mode. If
the analytes are acids, anion exhange is the most efficient. However, it
is sometimes easier to capture the matrix components and allow the
analytes to pass through the sorbent unretained.

Solid-phase microextraction (SPME)

In the 1990s, Pawliszyn [3] developed a rapid, simple, and solvent-
free extraction technique termed solid-phase microextraction. In this
technique, a fused-silica fiber is coated with a polymer that allows for
fast mass transfer—both in the adsorption and desorption of analytes.
SPME coupled with GC/MS has been used to detect explosive residues
in seawater and sediments from Hawaii [33]. Various fibers coated with
carbowax/divinylbenzene, polydimethylsiloxane/divinylbenzene, and
polyacrylate are used. The SPME devices are simply immersed into
the water samples. The sediment samples are first sonicated with ace-
tonitrile, evaporated, and reconstituted in water, and then sampled by
SPME. The device is then inserted into the injection port of the GC/MS
system and the analytes thermally desorbed from the fiber. Various
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parameters such as desorption temperature, sample adsorption time,
and polymer coating have been evaluated.

SPME has also been used in the area of head-space sampling of
volatile compounds such as flavors and fragrances [34,35]. In these
experiments, the analytes are adsorbed onto the polymer-coated fiber
that is in contact with the head space in the vial. The fiber is then
inserted into the injection port of a GC and thermally desorbed.

Biological matrices

Protein precipitation is used routinely in bioanalytical laboratories
in the pharmaceutical industry. Plasma is mixed with an excess (3 to 5
times) of organic solvent (typically acetonitrile or methanol) or an acid
such as formic acid. The proteins precipitate out of solution, the sample
is centrifuged, and the supernatant is analyzed. While this method is
relatively fast and simple, the extract contains salts and lipids that can
interfere with subsequent analyses. Often, a second technique such as
SPE is used for further cleanup. Table 2.4 exhibits various samples that

TABLE 2.4
Samples analyzed by solid-phase extraction®
Sample Matrix Solid-phase Detectability
column (ng/ml)
3-Methoxy-4-hydroxyphenyl glycol Plasma Alumina 1-10
Oxytetracycline Fish tissues C-8 5-10°
Doxefazepam Plasma C-18 0.1¢
Cortisol Urine C-18
Basic drugs Plasma CN Therapeutic
levels

A%-Tetrahydrocannabinol Plasma C-18 2, 100 pg
Ibuprofen Plasma C-2 1.3¢
Ranitidine Plasma, other CN 2

fluids
Chlorpromazine and metabolites Plasma C-8
Cyclotrimethylenetrinitramine Biological C-18

fluids
Sotalol Plasma, C-8 10

urine
Cyclosporin A Serum, urine  Cyanopropyl
Cyclosporine Blood C-18 10
Growth factors Urine C-1 200-1400-fold

enrichment

Carbamazine and metabolites Plasma C-18 50

2Adapted from Ref. [10].
PValue is in ng/g.
“Value is in pm/ml.
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can be analyzed by SPE from different matrices. The type of samples
includes urine, plasma, blood, various biological fluids, and fish tissue.
The detectability levels are in ng/ml range.

Three important concerns drive sample preparation from biological
matrices [36]:

removing interferences,
® concentrating analyte(s) of interest, and
®* improving analytical system performance.

Innovative SPE technology employing microelution plate design is
shown in Fig. 2.4. Tip design of the well plate provides a smaller surface

Ratio h/D =1.15

Narrow and tall bed

Fig. 2.4. Schematic of the microelution plate design. Tip design of the 96-well
plate affords a smaller surface area and larger depth, more like an HPLC

column, and permits good flow through the plate and low holdup volume on
the order of nanoliters [36].

A

Entrapped Coated Capillaries Slit at
on wall the side
Plugged Embedded Filter at top
on wall and bottom

Fig. 2.5. Types of micropipette tips [37].
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TABLE 2.5

Common strategies to accelerate sample preparation®

Strategy Aim

Specific detection Avoid response of unwanted or increased
response of target analyte(s)

Large volume injection Miniaturization of sample preparation

Automation Bulk processing

Combined analysis Efficiency improvement

#Adapted from Ref. [38].
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Fig. 2.6. Chromatogram showing the simultaneous analysis of 16 PAHs (A), 7
chlorobenzenes (B), 10 organochlorine pesticides (C), and 7 PCBs (D). Column:
RapidMS (10ml x 530 um i.d., 0.12 um df, Varian, The Netherlands. GC oven:
50°C (1min) to 190°C (3min) at 30°C/min to 280°C at 40°C/min. MS: time-
selected SIM mode with dual ion confirmation. Analyte concentration levels
were between 50 and 175 ppb [38].

area and a larger depth similar to an HPLC column and permits good
flow through the plate with low holdup volume. This design allows
utilization of volumes as low as 25ml. Higher sensitivity has been
achieved for analysis of amitriptyline-spiked plasma samples at 0.1 ng/
ml than with protein-precipitated samples.
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The micropipette tip containing solid phases is a relatively new
sample preparation technique that permits handling of microliter to
submicroliter amounts of liquid samples, using the techniques of SPE,
dialysis, and enzyme digestion. Various phases (reversed-phase, affin-
ity, size-exclusion, etc.) are packed, embedded, or coated on the walls of
pipette, permitting liquid samples to be transferred without undue
pressure drop or plugging (Fig. 2.5).

2.5 ENHANCED SAMPLE THROUGHPUT

Some common throughput enhancement strategies for environmental
samples are given in Table 2.5 (for details, see Ref. [38]).

The problems relating to increased contamination levels and/or in-
sufficient sensitivity may be overcome by using matrix—solid phase dis-
persion, MS detection in selected ion monitoring (SIM) mode, and/or
large volume injection. An example of combined analysis that utilizes
specific detection is shown in Fig. 2.6. It entails simultaneous analyses
of PAHs, PCBs, chlorobenzene, and organochlorine pesticides in soil.

2.6 SUMMARY AND CONCLUSIONS

A variety of methods for the sample collection and preparation of gases,
solids, and liquids have been covered in this chapter. Each technique
discussed involves separating the analytes of interest from the compo-
nents of the matrix. Selection of the best sample preparation technique
involves understanding the physical and chemical properties of both
the analytes and the matrix. While many of the techniques discussed
here have been utilized over the years, advances are being continuously
made. A careful reading of the available methodologies is recommended
prior to selecting a suitable methodology.
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REVIEW QUESTIONS

1. Develop a method for extracting pesticides from soil samples, and
explain the reasoning for selecting that method.

2. Develop a method for measuring the amounts of a new pharma-
ceutical active ingredient in plasma.

3. Explain new techniques for improving Soxhlet extraction.

4. Explain microwave-assisted extraction.
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Chapter 3

Evaluation of basic physical properties

Neil Jespersen

3.1 INTRODUCTION

Some of the simplest techniques and instruments are valuable tools for
chemical analysis. This chapter is designed to remind students that
simple, rapid methods are advantageous in many situations. These
methods are often used for quality control purposes. The methods dis-
cussed here are melting and boiling points, viscosity, density or specific
gravity and refractive index.

Time is often an important consideration in practical chemical ana-
lysis. Raw materials awaiting delivery in tanker trucks or tractor-trailers
often must be approved before they are offloaded. Batches of product
prepared by compounders on the factory floor must be analyzed and
approved before the packaging process can begin. Analysis is often per-
formed again on packaged products before they are sent to the ware-
house. To maintain a smoothly running manufacturing system, the
analytical chemist must have rapid, informative methods to assay a wide
variety of samples. Also important in quality control is the establishment
of standards that are agreed upon by all involved in the manufacturing
process. Lax enforcement of standards brings into question the utility of
the analysis and threatens product quality.

Observation and measurement of physical properties are the oldest
known means of assessing chemical purity and establishing identity.
Their utility comes from the fact that the vast majority of chemical
compounds have unique values for their melting points, boiling points,
density and refractive index. In addition, viscosity and conductance are
rapid methods for overall properties of substances. The Handbook of
Chemistry and Physics has approximately 100 tables listing the refrac-
tive index, density, specific gravity, viscosity and conductivity of aque-
ous solutions of common inorganic and organic solutes at varying
concentrations. Most of these properties also change dramatically if
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impurities are present, thus making them ideal for quality control cri-
teria. Additional, rapid methods such as Fourier transform infrared
spectrometer (FT-IR) and rapid gas and liquid chromatographic tech-
niques are also used in quality control, and are discussed elsewhere.

3.2 THEORY
3.2.1 Melting and boiling points

Melting occurs when a crystal structure is heated to the point when the
kinetic energy of the molecules is sufficient to overcome the lattice
energy of a crystal. The lower the lattice energy, the lower is the melt-
ing point of a substance. Boiling occurs when the temperature of a
liquid is increased to the point when the vapor pressure of the liquid is
the same as the ambient atmospheric pressure. Both of these properties
are summarized in the heating curve as shown in Fig. 3.1. Melting is
the transition from the solid phase to the liquid phase. In particular,
the melting process occurs at a fixed temperature when the liquid and
solid phases are both present in the sample. Similarly, boiling occurs at

Temperature

Heat Added

Fig. 3.1. Heating curve for a pure substance at constant pressure. Segment A
represents heating the solid; segment B the liquid and solid in equilibrium as
melting occurs; segment C the heating of the liquid; segment D vaporizing the
liquid where liquid and vapor are in equilibrium and segment E heating of the
vapor. Ty, and T}, represent the melting and boiling points, respectively.
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solid

Pressure

Temperature

Fig. 3.2. A stylized phase diagram for a simple pure substance. The dashed line

represents 1 atm pressure and the intersection with the solid-liquid equili-

brium line represents the normal boiling point and the intersection with the
liquid-vapor equilibrium line represents the normal boiling point.

a fixed temperature as long as the liquid and vapor phases are in equi-
librium.

Figure 3.1 illustrates that the melting temperature varies little with
pressure. Boiling points on the other hand can change more signifi-
cantly with pressure changes. As a result, we define the normal boiling
point (and also the normal melting point) as those measured when the
atmospheric pressure is 1.00 atm.

The melting point and boiling points will vary with external atmo-
spheric pressure as shown in the phase diagram in Fig. 3.2. The effect of
impurities on melting and boiling points is understandable when we see
that an added impurity has the effect of decreasing the triple point of the
substance along the solid-gas equilibrium line in Fig. 3.2. The result is
always a decrease in the melting point and an increase in the boiling
point of a substance. For a small group of substances, the quantitative
relationship of the freezing point depression and the boiling point
elevation is known and has been used to determine molecular masses
using

AT =km=F (gsolute/MMsolute>
kg solvent

where MM, .. represents the molecular mass of a non-dissociating
solute.
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3.2.2 Viscosity

Viscosity measurement or rheology. Viscosity is an important property
of many fluids, particularly consumer products. Pancake syrup that
does not appear ‘“‘thick’” or a “runny’’ shampoo has little consumer
appeal. Viscosity is also an important measurement for liquid polymers.
It is a measure of polymer chain length and branching. On the other
hand, viscosity does not have the sensitivity to detect small amounts of
impurities in pure substance.

There are two variables used in the description of fluid flow: shear
stress and shear strain. Stress is measured in units of Pascals and the
strain is dimensionless.

A Newtonian fluid is one in which the ratio of shear stress to the rate
of shear strain is constant . This parameter is the viscosity #. That is,

__shear stress
1= Shear strain

The unit of viscosity is the poise (gem~'s™1). Kinematic viscosity v is
often used and is defined as
v=n/p

where p is the density of the fluid. The unit of kinematic viscosity is the
Stokes (cm?s™!), many consumer products are specified in terms of
their kinematic viscosity in centistokes (cst). The viscosity of water
ranges from 1.79 centipoise (cP) at 0°C to 0.28 cP at 100°C. Olive oil has
a viscosity of 84 cP and glycerin has a viscosity of 1490 cP, both at 20°C.

3.2.3 Density

Density is the mass per unit volume.
p = mass/volume

Density is also dependent on temperature and tabulated values of
density are valid only at the specified temperature. A related but more
versatile is the specific gravity. This is the ratio of the density of a
substance to the density of water at the same temperature.

Specific gravity = pgumple / Pwater

The density of a substance in any desired units (e.g. g/em?® or Kg/
quart) can be obtained by multiplying the specific gravity by the density
of water in those units (i.e. e.g. g/em® or Kg/quart respectively).

44



iranchembook.ir/edu

Evaluation of basic physical properties

3.2.4 Refractive index

Refractive index is a measure of the velocity of light in air divided by
the velocity of light in the compound of interest. Accurate measurement
of refractive indices requires careful temperature control. The refrac-
tive index is sensitive to the purity of the substance.

3.2.5 Conductivity

Conductance of a solution is a measure of its ionic composition. When
potentials are applied to a pair of electrodes, electrical charge can be
carried through solutions by the ions and redox processes at the elec-
trode surfaces. Direct currents will result in concentration polarization
at the electrodes and may result in a significant change in the com-
position of the solution if allowed to exist for a significant amount of
time. Conductance measurements are therefore made using alternating
currents to avoid the polarization effects and reduce the effect of redox
processes if they are reversible.

Charge conductance depends upon the ions involved. The ability of
an ion to carry charge through a solution is dependent upon its transport
number, also known as the transference number. This indicates that
some ions will be more effective in conducting charge than others. Hy-
drogen ions and hydroxide ions are almost 10 times as effective at
transporting charge as other ions. Table 3.1 tabulates these transference
numbers. As a result, conductance is not useful for specific analyses, but
is useful for assessing the overall nature of a solution. Conductance has
its major use in assessing the ionic composition of water and monitoring
of deionization or distillation processes. Consumer products may have
characteristics that can be evaluated by conductivity also.

3.3 INSTRUMENTATION
3.3.1 Melting and boiling points

Melting point instruments consist of a resistance heater to increase
temperature, a sample holder and a temperature-measuring device. In
its simplest form, an oil bath can be heated with a Bunsen burner, while
a capillary tube with a few milligrams of sample is attached to a thermo-
meter with the sample next to the mercury bulb.

Heating is most often achieved using electrical resistive devices to
heat a relatively massive metal block. This ensures that the temperature
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TABLE 3.1

Examples of some ionic conductivity data. Sum of anionic and cationic
conductivities may be used as estimates of salt conductivity

Cation Tonic conductivity Anion Tonic conductivity
107* m2Smol ! 107* m2Smol !

Ag* 61.9 Br~ 78.1

1/3A13* 61 Cl™ 69.3

1/2Cu?* 53.6 1/2C0%~ 69.3

1/2Fe?* 54 ClOz 64.6

1/3Fe3* 68 F- 55.4

H* 349 1/2HPO%~ 33

K" 73.48 H,PO; 33

1/3La%* 69.7 1/3P0O3~ 69.0

NH; 73.5 MnOj; 61.3

1/2Pb%* 71 NO3 71.42

1/2U003%" 32 OH™ 198

1/2Zn%* 52.8 SO%~ 80.0

measured at one point on the block by the temperature sensor is the
same as that experienced by the sample. Lower heating rates also help
assure that the sensor and the sample are at the same temperature.

Visual observation is the historical method for observing melting
points. Some instruments use photoelectric methods to detect changes
that are interpreted as the onset of melting. Instruments that digitally
record images of the melting process along with automatically deter-
mining the melting point are available. The latter provides a check on
the automated process and also a permanent record.

Temperature measurement was historically done with a mercury
thermometer. Modern instruments have electronic temperature sen-
sors that can be coupled with digital temperature readouts. Digital
temperature monitoring also allows the operator to record the observed
melting point with the press of a keypad button. Data can be stored
within the instrument or transmitted to a computer or laboratory
information management system (LIMS).

3.3.2 Accuracy and precision

The accuracy and precision of melting point determinations depend on
several factors. Calibration of the temperature sensor is the first and
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foremost requirement for accurate results. Checks of the calibration
can be made using standard reference materials.

The second factor that affects the accuracy and precision of the re-
sults is the uniformity of the temperature throughout the system. In
particular, the temperature sensor and the sample must be at the same
temperature. In systems where the temperature is changing, it is diffi-
cult to assure that all components are at the same temperature.

Heat must flow from the heater to the sensor and sample and then
into the sensor and sample. In many instruments the electrical resist-
ance heater heats a relatively large metal block that acts as a heat
reservoir, and then heat from the metal block is transferred to the
temperature sensor and sample. Using a thermometer and a sample in
a capillary tube in this example, there are considerations of heat flow
through the glass bulb of the thermometer and the capillary tube. Only
after traveling through the glass of the thermometer and capillary tube
will the mercury and sample receive any of the heat that started at
the heater. Each of these segments has a thermal gradient where the
highest temperature will always be the heater and the lowest temper-
ature will be the thermometer or the sample. Unfortunately, the ther-
mal gradients in the thermometer and sample will rarely be identical
and an error will result.

Thermal gradients cause the error in melting points and a decrease
in the thermal gradient will decrease the error. There are several ways
to decrease thermal gradients. First, if the thermal conductivity of the
system is increased then thermal gradients will decrease. Metals have
high thermal conductivity while the glass in the system has a low
thermal conductivity. Second, lowering the heating rate will decrease
thermal gradients. A heating rate of 2°C min~* will have a much lower
thermal gradient than one of 10°C min™'.

A final contribution to the accuracy and precision of the melting
point is the ability of the instrument operator to determine when the
sample melts and at what temperature, preferably simultaneously. This
contribution to the error is also related to the heating rate.

3.3.3 Attributes of a good melting point determination

For optimum results, a melting point determination should have as
many of the following characteristics as possible. The temperature
sensor should be electronic, small and metallic in nature to quickly
and accurately reflect the temperature of the system. The electronic

47



iranchembook.ir/edu

N. Jespersen

nature of the sensor will allow the temperature to be recorded without
physically reading a scale or meter. The sample should be in a thin wall
capillary tube, and a minimum of sample should be used. The heating
rate should be as slow as economically possible. A video recording of the
sample and the temperature sensor signal may be valuable for review
and archival purposes.

The need for highly accurate melting point determinations is rare.
For quality control or routine purification assessment experiments,
much less is required. Impurities equivalent to less than 1% wt/wt will
result in melting point changes that can be readily observed in many
compounds.

3.3.4 The melting process

Pure substances undergoing a phase change do so at a well-defined
temperature that we call the melting point. Melting points are not
significantly affected by atmospheric pressure. Ideally, the melting
point should be measured in a system that is large enough to place a
temperature sensor into a container where the solid and liquid phases
co-exist. When observed in a melting-point apparatus, all substances
require a finite amount of time to absorb enough heat to melt. This
results in an apparent melting point range. If the heating rate is de-
creased, the melting point range will decrease accordingly and become
zero when the heating rate approaches zero. To record the start and
end of the melting process as a melting point range is without any firm
theoretical foundation.

Impure substances have melting points that are very dependent
upon the amount of impurity present. For a few substances this is
quantified as the molal freezing point depression constant. The result is
that melting points can be a very useful indicator of purification efforts.
As long as each purification step in a process results in a higher melting
point, the substance has been made more pure. This same concept al-
lows the quality control chemist to have a very sensitive method for
detecting impurities that is lower than anticipated.

Melting points of impure substances or mixtures often do have distinct
melting point ranges. The reason for this is that when the mixture starts
melting, the liquid form is enriched in the lower melting component.
The remaining solid is enriched (slightly purified) in the higher melting
component. The result is a true temperature range for the melting
process. Some melting point instruments are shown in Figs. 3.3-3.5
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3.3.5 Boiling points

Boiling points can be determined in some of the instruments that are
used to determine melting points. The concepts are entirely analogous.
As shown in the phase diagram, non-volatile impurities will increase
the boiling points of substances. This makes the boiling point as effec-
tive as melting points for rapid evaluation of purity in research, pro-
duction or quality control.

The characteristic of a boiling point is that the vapor pressure
of the liquid is equal to the atmospheric pressure. Therefore, while
atmospheric pressure has no effect on melting points, it can have a
significant effect on boiling points. ‘“Normal” boiling points are those
measured with an atmospheric pressure of 760 Torr or 1.00atm of
pressure.

That boiling produces bubbles of vapor creates an additional prob-
lem for performing the experiment. If a bubble of gas forms at the
bottom of a capillary tube, its expansion and rise to the top of the
capillary will expel the rest of the liquid. This is due to the fact that
the surface tension of most liquids combined with the narrow bore
of the capillary will not allow fluid to drain around the bubble as it rises.
The solution is that a larger sample tube and sample is required for the
experiment. One advantage of the boiling point experiment is that
the thermal conductivity of a liquid is higher than its solid because of
the mobility of the molecules.

3.3.6 Viscosity (rheology)

The technical term for the study of and the measurement of viscosity is
rheology. Viscosity measurements can be made in a variety of ways. The
simplest method is to determine the time it takes for a metal ball to fall
through a specified distance of a liquid in a graduated cylinder. The
American Society of Testing Materials (ASTM) specifies several meth-
ods for the determination of viscosity of specific substances using this
method. When the radius of the ball is small compared to the radius of
the graduated cylinder, the viscosity will be

(p ~ Pliqui )
n :%r2g ball o liquid
where r is the radius of the ball, g the acceleration of gravity, ppay and
Pliquia are the densities of the ball and liquid, respectively, and % is a
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Fig. 3.3. A Jencons Scientific Inc. melting point instrument.

constant that corrects the velocity for the fact that the cylinder is not
infinitely wide.

A method similar to the falling-ball method is the bubble method. A
vial is filled with liquid, leaving sufficient room for a bubble that can
equal the diameter of the vial. The vial is inverted and the time re-
quired for the bubble to pass two predetermined marks is determined.
The viscosity will be directly proportional to the time required for the
bubble to rise.

Another sample method uses a cup with a hole in the bottom. The
cup is dipped into the liquid (often a paint or similar fluid) and re-
moved. The time required for all of the liquid to drain from the cup is a
measure of the viscosity. Cups calibrated for a variety of viscosity
ranges are available.

A special glass device called a kinematic viscometer tube is shown in
Fig. 3.6. To use the device, the liquid is added to the tube to fill the large
bulb on the right. The tube is submerged in a thermostatted bath so
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Fig. 3.4. Biichi Melting Point Apparatus. Biichi Melting Point Models B-540
and B-545 can determine melting points on routine and non-routine sub-
stances in research and quality control labs of pharmaceutical and chemical
companies. Both models have a temperature range from ambient to 400°C and
a selection of nine heating speeds. Heating (from 50 to 350°C) takes approxi-
mately 7min and cooling (from 350 to 50°C) takes approximately 10 min. The
units can simultaneously determine melting points of three samples or two
boiling points.

that all three bulbs are immersed. After the system is equilibrated
(10-30 min), suction is used to pull the liquid up to fill both of the small
bulbs. When the suction is released, the liquid will flow back into the
large bulb. Timing is started when the liquid level reaches the mark
between the two small bulbs and it is stopped when it reaches the other
mark. These tubes are usually precalibrated at a specified operating
temperature so that

n=rkt

The viscosity of a liquid can also be determined by measuring the
torque needed to rotate a cylinder in the liquid. Brookfield viscometers
and rheometers fall into this class of instrument (Fig. 3.7). The visco-
meter measures the torque produced when a spindle is rotated at con-
stant velocity in a liquid. The Rheometer produces a constant torque
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Fig. 3.5. OptiMelt MPA100—Automated Melting Point System. This instru-
ment has automatic and visual determination of melting points. There is PID-
controlled temperature ramping and a digital movie is taken of each melt.

Fig. 3.6. Kinematic viscometer tube from Fisher Scientific.
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Fig. 3.7. Hydrometer (left) with large weighted bulb and calibrated scale.
Pycnometer (right) is filled with fluid and when thermometer is inserted the
liquid overflows into the small bulb.

and relates that to the rate of rotation. In the viscometer a constant
rpm motor through a calibrated spiral spring drives the spindle. The
greater the viscosity, the more the spring is displaced on an analog scale
in some models. In digital models a rotary variable displacement trans-
ducer detects the position of the spring.

3.3.7 Density

Measurement of density is often a rapid and easily mastered technique.
Different procedures are used for liquids, solids and gases.

3.3.7.1 Liquids

The easiest measure of density is obtained using a hydrometer. The
hydrometer is a weighted glass vessel that will float in liquids having a
precalibrated density range. The hydrometer shown in Fig. 3.8 has a
large bulb with a narrow stem. Inside the stem is a calibrated scale.
When the hydrometer is immersed in a liquid a slight spin is applied to
the stem to keep the hydrometer centered in the graduated cylinder.
When equilibrated in a liquid it will displace a volume of liquid equal to
its mass and then float on the liquid. The depth to which the hydro-
meter sinks is inversely proportional to the density. The density of the
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Fig. 3.8. Brookfield viscometers.

liquid can be read from the calibrated scale on the stem. A more time-
consuming process is to calibrate the volume of a small glass vessel
called a pycnometer with thermostatted distilled water by weighing the
pycnometer before and after filling with water. The mass of water can
be converted into the volume using known density tables. Using this
volume, the mass of an unknown liquid is determined and the density is
calculated as

density = mass/volume

3.3.7.2 Solids
Densities of solids are determined by determining the volume of the
solid, either by measurement of the solid’s dimensions or by displace-
ment of a liquid and then determining the mass on a laboratory bal-
ance. The density can also be determined by weighing the object and
then weighing it again when suspended in a liquid of known density.
Additionally, there is interest in determining the density of porous
objects, powders or very irregular crystals. It is often difficult to obtain
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an accurate measure of the volume of these substances. One method
used to determine the volume of these substances is to allow an inert
gas to expand from a chamber with a known pressure and volume
(Pinitia1Vinitial) 1Into an evacuated chamber of known volume, Vinown.
Measuring the final pressure of the expanded gas allows the calculation
of the final volume since Pip;iia1Vinitial = Prina1Vanal- The difference bet-
ween Vina and Vigown 1S the volume of the powder or porous object.

3.3.8 Refractive index

The refractive index is another very rapid analytical method for deter-
mining purity and identity of a substance. It is uniquely useful for
quality control monitoring of raw materials and finished products.
Many students encounter a refractometer first as a ‘““‘universal” detec-
tor for high-performance liquid chromatography.

Refractometers were first produced for scientific work in the late
1800s, and continue to be made mainly by the Abbe Corporation.

Theory: The initial understanding of the refraction of light dates
back to Maxwell’s study of electromagnetic radiation. Ernst Abbe in-
vented the first commercial refractometer in 1889 and many refracto-
meters still use essentially the same design.

Light is refracted, or bent, as it passes between media with different
refractive indices. Snell’s Law describes refraction mathematically as

Ny sin 01 = nysin Oy

Refractive indices of some common materials are shown in Table 3.2.

The angles are measured from the normal to the interface between
the two media (Fig. 3.9).

When light is moving from a medium with a large refractive index
to one with a smaller refractive index, the phenomenon of total inter-
nal reflection can occur when the refracted angle is 90° or more. In a

TABLE 3.2

Refractive indices of some common materials

Medium Index
Air (STP) 1.00029
Water (20°C) 1.33
Crown glass 1.52
Flint glass 1.65
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Fig. 3.9. llustration of the refraction of light. The top medium has a refractive
index that is smaller than the one at the bottom, #; <#s, resulting in 0; > 0,.
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Fig. 3.10. Schematic diagram of a refractometer. The illuminating prism pro-
vides light to the sample ranging in angles from 0° (from the normal) to 0.

refractometer there are two prisms, the illuminating prism and the re-
fracting prism. The illuminating prism has low refractive index and
the refracting prism has a high refractive index that generally repre-
sents the limits of refractive index that the instrument can determine.
The sample is placed between the two prisms. In addition, the surface of
the incident prism in contact with the sample is frosted to produce a
diffuse light source. In Fig. 3.10 the furthest point on the refracting
prism that can be illuminated is shown. A light ray from the far end of
the illuminating prism will have the largest angle from the normal and
have the largest refracted angle. Therefore, the spot where the rays are
traced to the top of the refracting prism indicates the furthest that the
refracting prism will be illuminated. The dashed line shows how a
sample with a different refractive index will result in a different po-
sition of the demarcation line between the dark and light portions of
the refracting prism. White light will produce an indistinct line between
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the dark and light portions because different wavelengths of light will
be refracted by different amounts (i.e., it is dispersed). Use of special
Amici prisms can reduce this dispersion and result in a distinct line
between the light and dark regions. Use of a single wavelength such as
the sodium D line at 588 nm produces a sharp demarcation line.

In practice the viewing optics are moved until the light/dark line is
centered in the eyepiece. The position of the eyepiece is coupled to the
refractive index scale that is read independently.

3.3.9 Operation

Use of a refractometer is extremely simple. The illuminating and re-
fracting prisms are held together with a hinge and a latch. When the
latch is opened, the prism faces can be cleaned with an appropriate
solvent. When the latch is closed there is a small opening that will
accept a few drops of sample. In a manual instrument the eyepiece of
the instrument is moved until the screen is half-light and half-dark. If
the demarcation line is not sharp, the lens is rotated to sharpen the
line. Finally, a scale is read with a second small magnifier, or on some
instruments a button is pressed that illuminates an internal scale using
the same eyepiece.

Automatic instruments are usually reflection-type instruments that
measure the deflection of a beam of light as it passes from one medium,
into the sample and then is reflected back to a detector. The angle at
which the light beam exits the medium is related to the refractive index
of the sample. Automated instruments are calibrated with standard
substances of precisely known refractive index prior to use.

3.3.10 Analysis using refractometry

Table 3.3 simple organic liquids, which illustrates a variety of refractive
indices that substances have and the fact that the refractive index is a
useful property for identifying a substance.

The refractive index also varies with the amount of substance in a
mixture. Most often, refractive index is used to assess the concentration
of sugar in wine, soft drinks, cough medicines and other preparations
having relatively high concentrations of sucrose. Refractive index is also
used to determine the concentration of alcohol in fermented pro-
ducts. For sucrose solutions the refractive index varies from 1.3330
(pure water) to 1.5033 when the solution contains 85% sucrose. This is
an increase of approximately 0.0002 in the refractive index for each 0.1%
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Refractive indices of some common materials. Refractive indices to 5 decimal

places are commonly measured

Compound Formula nP
Aniline CeHsNH, 1.5863
Acetic acid CHs;COOH 1.3716
Benzaldehyde CcH5CHO 1.5463
Benzene CeHg 1.5011
Hexanoic acid CH; (CH,),COOH 1.4163
Cyclohexane CeHi2 1.4266
Hexane CeH 14 1.3751
Carbon tetrachloride CCly 1.4601
Nicotine CloH14N2 1.5282
Phenol Ce¢H;0H 1.5408
Tetradecane C14Hsg 1.429
Trimethylamine (CH3)sN 1.3631
0-Xylene (CH3)2CgHy4 1.5055
m-Xylene (CH3)2CgH4 1.4972
p-Xylene (CH3)2C6H4 1.4958

Fig. 3.11. A modern refractometer. Sample is placed in the depression on the

right side of the instrument.

change in sucrose concentration. Similarly, ethanol varies from 1.3330
to 1.3616 at 50% ethanol and changes by 0.0003-0.0004 for each 0.5%
change at low concentrations (Figs. 3.11 and 3.12). The more commonly
used tables of refractive index and concentration are found in hand-

books such as the Handbook of Chemistry and Physics.
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Fig. 3.12. An older Abbe refractometer. Thermostatted water enters and exits
through the tubes on the front. The front housing also opens to allow sample
to be placed between two analyzer plates.

Use of refractive index for quantitative measurements requires
careful temperature control. Change of temperature by 1°C can result
in a decrease in refractive index of 0.0002-0.0004 for aqueous solutions.
Solutions of ethanol can see a decrease in refractive index of as much as
0.0008°C .

3.3.11 Conductivity

The conductance of a solution is the inverse of its resistance, and con-
ductance has units of ohms~" or mohs. The higher the conductance of a
solution, the lower is its electrical resistance. A conductivity meter and
conductivity cell are used to determine the effective resistance of a
solution. The conductivity cell consists of a pair of platinized platinum
electrodes with an area of approximately 1.0 cm? with spacers designed
to hold the electrodes rigidly parallel and at a fixed distance from each
other. The cell can be standardized with solutions of known conduc-
tivity to obtain the cell constant, 2 so that the instrument response R
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can be converted directly into conductivity
conductivity (mhos) = & R

Classical conductivity meters are forms of the Wheatstone bridge.
The Wheatstone bridge is a null device. It produces an ‘“off-balance”
potential when the four resistances making up the bridge do not satisfy
the null condition in the following equation.

RcellRl = RvarR2

Where two arms of the bridge are R; = R5 and the conductivity cell is
R.on and R, iap1e is adjustable to balance the bridge. When balanced, or
nulled so that there is no off-balance potential R..y = Ryariaple- The null
condition could be observed electronically or by sound since the bridge
was usually powered by 1000 Hz signals of approximately 1V.

TABLE 3.4

Examples of the conductivity of some common substances
Examples of conductivity values Conductivity at 25°C
Water puSem™!
Ultra-pure water 0.055
Distilled water 0.5-5
Rain water 20-100
Mineral water 50-200
River water 250-800
Tap water 100-1500
Surface water 30-7000
Waste water 700-7000
Brackish water 1000-8000

Ocean water

40000-55000
1

Chemicals mScm™
KC1 0.01M 1.41
MgSO,4 5.81
KCl10.1M 12.9
H,SO, 82.6
KCl1.0M 112
NaOH 50% 150
NaOH 5% 223
NaCl saturated 251
HC1 10% 700
HNO3 31% (highest known) 865
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Evaluation of basic physical properties

Modern conductivity meters use a variety of electrode surfaces,
carbon for instance. Two- and four-pole electrode systems are also
used. The latter are designed to minimize polarization effects. The
instrument itself applies a constant current to the conductance cell
so that the applied voltage is always 200 mV. The instrument moni-
tors the resulting current and voltage, taking the I/V ratio that is
equal to 1/R or the conductance. In addition, the instrument can have
a variety of conductivity ranges. Along with increasing conductivity,
the applied frequency is increased to help minimize polarization
effects. Capacitance correction is also made to increase the accuracy of
the instrument.

Table 3.4 lists some solutions and their conductivities that can be
used for calibration purposes.

REVIEW QUESTIONS

1. A spherical object has a diameter of 2.32 cm and a mass of 24.3 g.
What is its density?

2. A cylindrical object has a length of 3.45cm and a diameter of
1.6 cm. With a mass of 35.6 g, what is the density of the object?

3. A pycnometer weighs 23.4562g when empty. When filled with
water at 23.2°C it weighs 37.2362 g. The pycnometer is filled with
an unknown liquid and it has a mass of 35.8739g. What is the
density of this substance? What is the specific gravity of this sub-
stance?

4. A pycnometer filled with an organic liquid weighs 45.2316 g. Filled
with water at 26.4°C the pycnometer weighs 48.2386 g. The empty
pycnometer weighs 21.2323 g. What is the density of the unknown
liquid? What is its specific gravity?

5. Argon in a 500 ml chamber at 1.342 atm pressure is expanded into
an identical chamber that contains 3.65 g of a powder substance.
The final pressure is 0.772 atm. What is the volume of the solid?
What is the density of the solid?

6. Helium in a 200 ml chamber has a pressure of 1534 Torr. When

expanded into a chamber twice its size and containing 23.45g of

sample the final pressure is 607 Torr. What is the volume and
density of the sample?

Why do concentrated sugar solutions have a high viscosity?

8. Is the viscosity of gasoline expected to be high or low? Explain
your answer.

=
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10.

11.

12.

13.

14.

15.

16.
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What classes of substances are expected to have sharp melting
points? Which ones will have extended melting point ranges?
Why?

A mixed melting point is often used to confirm the identity of an
organic substance. How is this done and why does it work?

A solid has a melting point of 80 and a boiling point of 218°C. Use
the tables in the Handbook of Chemistry and Physics to suggest
the identity of the compound.

A solid has a melting point of 121 +/— 2°C and a boiling point of
250 +/— 3°C. What is the possible identity of this compound? Use
the tables in the Handbook of Chemistry and Physics.

Why are sugar and alcohol content in foods commonly determined
by refractive index determinations?

If there were more than one possible answer to question 11 or 12,
what additional experiment would be best to decide the identity of
the compound? Select from the methods in this chapter.

Suggest a reason why the specific conductance of hydronium and
hydroxide ions is so much larger than the specific conductance of
all other ions.

Suggest an industrial use for conductance measurements.
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Chapter 4

Thermal analysis

Harry G. Brittain and Richard D. Bruce

4.1 INTRODUCTION

Thermal methods of analysis can be defined as those techniques in
which a property of the substance under study is determined as a
function of an externally applied and programmed temperature.
Dollimore [1] has listed three conditions that define the usual practice
of thermal analysis:

1. The physical property and the sample temperature should be
measured continuously.

2. Both the property and the temperature should be recorded
automatically.

3. The temperature of the sample should be altered at a predeter-
mined rate.

Measurements of thermal analysis are conducted for the purpose of
evaluating the physical and chemical changes, which may take place as
a result of thermally induced reactions in the sample. This requires
that the operator subsequently interpret the events observed in a
thermogram in terms of plausible thermal reaction processes. The
reactions normally monitored can be endothermic (melting, boiling,
sublimation, vaporization, desolvation, solid-solid phase transitions,
chemical degradation, etc.) or exothermic (crystallization, oxidative
decomposition, etc.) in nature.

Thermal methods have found extensive use in the past as part of a
program of preformulation studies, since carefully planned work can be
used to indicate the existence of possible drug—excipient interactions in
a prototype formulation [2]. It should be noted, however, that the use of
differential scanning calorimetry (DSC) for such work is less in vogue
than it used to be. Nevertheless, in appropriately designed applications,
thermal methods of analysis can be used to evaluate compound purity,
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polymorphism, solvation, degradation, drug-—excipient compatibility,
and a wide variety of other thermally related characteristics. Several
reviews are available regarding the scope of such investigations [2-6].

4.2 DETERMINATION OF MELTING POINT

The melting point of a substance is defined as the temperature at which
the solid phase exists in equilibrium with its liquid phase. This property
is of great value as a characterization tool since its measurement
requires relatively little material, only simple instrumentation is
needed for its determination (see Chapter 3), and the information can
be used for compound identification or in an estimation of purity. For
instance, melting points can be used to distinguish among the
geometrical isomers of a given compound, since these will normally
melt at non-equivalent temperatures. It is a general rule that pure
substances will exhibit sharp melting points, while impure materials
(or mixtures) will melt over a broad range of temperature.

When a substance undergoes a melting phase transition, the high
degree of molecular arrangement existing in the solid becomes replaced
by the disordered character of the liquid phase. In terms of the kinetic
molecular approach, the melting point represents the temperature at
which the attractive forces holding the solid together are overcome by
the disruptive forces of thermal motion. The transition is accompanied
by an abrupt increase in entropy and often an increase in volume.

The temperature of melting is usually not strongly affected by
external pressure, but the pressure dependence can be expressed by the
Clausius—Clapeyron equation:

dT _T(VL—Vs) wn
dp AH

where p is the external pressure, T is the absolute temperature, V, and
Vs are the molar volumes of liquid and solid, respectively, and AH is the
molar heat of fusion. For most substances, the solid phase has a larger
density than the liquid phase, making the term (Vi, — Vg) positive, and
thus an increase in applied pressure usually raises the melting point.
Water is one of the few substances that exhibits a negative value for
(VL — Vg), and therefore one finds a decrease in melting point upon an
increase in pressure. This property, of course, is the basis for the winter
sport of ice-skating.
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Fig. 4.1. Melting point curve of a hypothetical substance, having a melting
point around 45°C.

If a solid is heated at a constant rate and its temperature monitored
during the process, the melting curve as illustrated in Fig. 4.1 is
obtained. Below the melting point, the added heat merely increases the
temperature of the material in a manner defined by the heat capacity of
the solid. At the melting point, all heat introduced into the system is
used to convert the solid phase into the liquid phase, and therefore no
increase in system temperature can take place as long as solid and liquid
remain in equilibrium with each other. At the equilibrium condition, the
system effectively exhibits an infinite heat capacity. Once all solid is
converted to liquid, the temperature of the system again increases, but
now in a manner determined by the heat capacity of the liquid phase.

Measurements of melting curves can be used to obtain very accurate
evaluations of the melting point of a compound when slow heating rates
are used. The phase transition can also be monitored visually, with the
operator marking the onset and completion of the melting process. This
is most appropriately performed in conjunction with optical microscopy,
thus yielding the combined method of thermomicroscopy or hot-stage
microscopy [7].
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yd N

Fig. 4.2. Typical Thiele-type apparatus for the determination of melting
points.

A thorough discussion of apparatus suitable for the determination of
melting points has been provided by Skau [8]. One of the most common
methods involves placing the analyte in a capillary tube, which is
immersed in a batch whose temperature is progressively raised by an
outside heating force. The Thiele arrangement (which is illustrated in
Fig. 4.2) is often used in this approach. The analyst observes the onset
and completion of the melting process, and notes the temperatures of
the ranges with the aid of the system thermometer. The thermometer
should always be calibrated by observing the melting points of pure
standard compounds, such as those listed in Table 4.1.

For pharmaceutical purposes, the melting range or temperature of a
solid is defined as those points of temperature within which the solid
coalesces or is completely melted. The general method for this metho-
dology is given in the United States Pharmacopeia as a general test [9].

The determination of melting point as a research tool has long been
supplanted by superior technology, although synthetic chemists still
routinely obtain melting point data during performance of chemical
synthesis. However, at one time such measurements provided essential
information regarding the structure of chemical compounds, and their
careful determination was a hallmark of such work. For instance,
Malkin and coworkers conducted a long series of X-ray diffraction and
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TABLE 4.1

Corrected melting points of compounds suitable as reference materials in the
calibration of thermometers

Melting point (°C) Material

0 Ice

53 p-Dichlorobenzene
90 m-Dinitrobenzene
114 Acetanilide

122 Benzoic acid

132 Urea

157 Salicylic acid

187 Hippuric acid

200 Isatin

216 Anthracene

238 Carbanilide

257 Oxanilide

286 Anthraquinone
332 N, N-diacetylbenzidine

melting point analyses of every possible glycerol ester, and used this
work to study the polymorphism in the system. Three distinct structural
phases were detected for triglycerides [10], diglycerides [11], and
monoglycerides [12], and categorized largely by their melting points.
In all cases, solidification of the melt yielded the metastable a-phase,
which could be thermally transformed into the f’-phase, and this form
could eventually be transformed into the thermodynamically stable
B-phase. As shown in Fig. 4.3, each form was characterized by a
characteristic melting point, and these were found to be a function of
the number of carbon atoms in the aliphatic side chains. In general, the
melting points of the a-forms lay along a smooth line, while the melting
points of the - and B-forms followed a zig-zag dependence with the
number of carbons.

As it turns out, there are pharmaceutical implications associated
with the polymorphism of glycerol esters, since phase transformation
reactions caused by the melting and solidification of these compounds
during formulation can have profound effects on the quality of
products. For instance, during the development of an oil-in-water
cream formulation, syneresis of the aqueous phase was observed upon
using certain sources of glyceryl monostearate [13]. Primarily through
the use of variable temperature X-ray diffraction, it was learned that
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Fig. 4.3. Dependence of the melting points of various polymorphs of
monoglycerides and triglycerides upon the number of carbon atoms in the
aliphatic sidechains. Data are shown for the a-forms of monoglycerides (O) and
triglycerides (¢), the p'-forms of monoglycerides (/) and triglycerides (A), and
the B-forms of monoglycerides (V) and triglycerides (V).

this material would undergo changes in phase composition upon
melting and congealing. The ability of glyceryl monostearate to break
the oil-in-water emulsion was directly related to the composition of the
raw material and in the degree of its expansion (or lack thereof) during
the congealing process. Knowledge of the melting behavior of this
excipient, as influenced by its source and origin, proved essential to the
transferability of the formulation in question.

4.3 DIFFERENTIAL THERMAL ANALYSIS
4.3.1 Background

Differential thermal analysis (DTA) consists of the monitoring of the
difference in temperature existing between a solid sample and a
reference as a function of temperature. Differences in temperature
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between the sample and reference are observed when a process takes
place that requires a finite heat of reaction. Typical solid-state changes
of this type would be phase transformations, structural conversions,
decomposition reactions, and desolvation of solvatomorphs. These
processes require either the input or the release of energy in the form
of heat, which in turn translates into events that affect the temperature
of the sample relative to a non-reactive reference.

Although a number of attempts have been made to use DTA as a
quantitative tool, such applications are not trivial. However, the
technique has been used to study the kinetics associated with inter-
phase reactions [14], and as a means to study enthalpies of fusion and
formation [15].

However, for most studies, DTA has been mostly used in a
qualitative sense as a means to determine the characteristic tempera-
tures of thermally induced reactions. Owing to the experimental
conditions used for its measurement, the technique is most useful for
the characterization of materials that evolve corrosive gases during the
heating process. The technique has been found to be highly useful as a
means for compound identification based on the melting point
considerations, and has been successfully used in the study of mixtures.

4.3.2 Methodology

Methodology appropriate for the measuring of DTA profiles has been
extensively reviewed [16-18]. A schematic diagram illustrating the
essential aspects of the DTA technique is shown in Fig. 4.4. Both the
sample and the reference materials are contained within the same
furnace, whose temperature program is externally controlled. The
outputs of the sensing thermocouples are amplified, electronically
subtracted, and finally shown on a suitable display device. If the
observed AH is positive (endothermic reaction), the temperature of the
sample will lag behind that of the reference. If the AH is negative
(exothermic reaction), the temperature of the sample will exceed that of
the reference. One of the great advantages associated with DTA
analysis is that the analysis can usually be performed in such a manner
that corrosive gases evolved from the sample do not damage expensive
portions of the thermal cell assembly.

Wendlandt has provided an extensive compilation of conditions and
requirements that influence the shape of DTA thermograms [18]. These
can be divided into instrumental factors (furnace atmosphere, furnace
geometry, sample holder material and geometry, thermocouple details,
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Fig. 4.4. Schematic diagram illustrating the essential aspects of the DTA
technique.

heating rate, and thermocouple location in sample) and sample
characteristics (particle size, thermal conductivity, heat capacity,
packing density, swelling or shrinkage of sample, mass of sample
taken, and degree of crystallinity). A sufficient number of these factors
are under the control of the operator, thus permitting selectivity in the
methods of data collection. The ability to correlate an experimental
DTA thermogram with a theoretical interpretation is profoundly
affected by the details of heat transfer between the sample and the
calorimeter [19].

The calibration of DTA systems is dependent on the use of
appropriate reference materials, rather than on the application of
electrical heating methods. The temperature calibration is normally
accomplished with the thermogram being obtained at the heating rate
normally used for analysis [20], and the temperatures known for the
thermal events used to set temperatures for the empirically observed
features. Recommended reference materials that span melting ranges
of pharmaceutical interest include benzoic acid (melting point 122.4°C),
indium (156.4°C), and tin (231.9°C).
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4.3.3 Applications

Historically, one of the most important uses of DTA analysis has been
in the study of interactions between compounds. In an early study, the
formation of 1:2 association complexes between lauryl or myristyl
alcohols with sodium lauryl or sodium myristyl sulfates have
been established [21]. In a lesson to all who use methods of thermal
analysis for such work, the results were confirmed using X-ray
diffraction and infrared absorption spectroscopic characterizations of
the products.

The use of DTA analysis as a means to deduce the compatibility
between a drug substance and its excipients in a formulation proved to
be a natural application of the technique [22]. For instance, Jacobson
and Reier used DTA analysis to study the interaction between various
penicillins and stearic acid [23]. For instance, the addition of 5% stearic
acid to sodium oxacillin monohydrate completely obliterated the
thermal events associated with the antibiotic. It seems that the effect
of lubricants on formulation performance was as problematic then as it
is now, and DTA served as a useful method in the evaluation of possible
incompatibilities. Since that time, many workers employed DTA
analysis in the study of drug-—excipient interactions, although the
DTA method has been largely replaced by DSC technology.

Proceeding along a parallel track, Guillory and coworkers used DTA
analysis to study complexation phenomena [2]. Through the perfor-
mance of carefully designed studies, they were able to prove the
existence of association complexes and deduced the stoichiometries of
these. In this particular work, phase diagrams were developed for 2:1
deoxycholic acid/menadione, 1:1 quinine/phenobarbital, 2:1 theophyl-
line/phenobarbital, 1:1 caffeine/phenobarbital, and 1:1 atropine/pheno-
barbital. The method was also used to prove that no complexes were
formed between phenobarbital and aspirin, phenacetin, diphenylhy-
dantoin, and acetaminophen.

In its heyday, DTA analysis was very useful for the study of
compound polymorphism and in the characterization of solvate species
of drug compounds. It was used to deduce the ability of polymorphs to
undergo thermal interconversion, providing information that could be
used to deduce whether the system in question was monotropic or
enantiotropic in nature. For instance, the enthalpies of fusion and
transition were measured for different polymorphs of sulfathiazole and
methylprednisolone [24]. The DTA thermograms shown in Fig. 4.5
demonstrate that Form-I is metastable with respect to Form-II, even
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Fig. 4.5. DTA thermograms sulfathiazole, Form-I (lower trace) and Form-II
(upper trace). Adapted from Ref. [24].

though the enthalpies of fusion of the two forms were almost equal.
However, the enthalpy of transition was found to be significant.

Form-I of chloroquine diphosphate melts at 216°C, while Form-II
melts at 196°C [25]. The DTA thermogram of Form-I consists of a
simple endotherm, while the thermogram of Form-II is complicated.
The first endotherm at 196°C is associated with the melting of Form-II,
but this is immediately followed by an exothermic transition corre-
sponding to the crystallization of Form-I. This species is then observed
to melt at 216°C, establishing it as the thermodynamically more stable
form at the elevated temperature.

DTA analysis proved to be a powerful aid in a detailed study that
fully explained the polymorphism and solvates associated with several
sulfonamides [26]. For instance, three solvate species and four true
polymorphs were identified in the specific instance of sulfabenzamide.
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Quantitative analysis of the DTA thermograms was used to calculate
the enthalpy of fusion for each form, with this information then being
used to identify the order of relative stability. Some of these species
were found to undergo phase conversions during the heating process,
but others were noted to be completely stable with respect to all
temperatures up to the melting point.

It is always possible that the mechanical effects associated with the
processing of materials can result in a change in the physical state of
the drug entity [27], and DTA analysis has proven to be a valuable aid
in this work. For instance, the temperature used in the drying of spray-
dried phenylbutazone has been shown to determine the polymorphic
form of the compound [28]. A lower melting form was obtained at
reduced temperatures (30-40°C), while a higher melting material was
obtained when the material was spray-dried at 100-120°C. This
difference in crystal structure would be of great importance in the
use of spray-dried phenylbutazone since the dried particles exhibited
substantially different crystal morphologies.

The reduction of particle size by grinding can also result in
significant alterations in structural properties, and DTA analysis has
been successfully used to follow these in appropriate instances. In one
study, methisazone was found to convert from one polymorph to
another upon micronization, and the phase transformation could be
followed through a study of the thermal properties of materials ground
for different times [29]. In another study, it was found that extensive
grinding of cephalexin monohydrate would effectively dehydrate the
material [30]. This physical change was tracked most easily through
the DTA thermograms, since the dehydration endotherm characteristic
of the monohydrate species became less prominent as a function
of the grinding time. It was also concluded that grinding de-
creased the stability of cephalexin, since the temperature for the
exothermic decomposition was observed to decrease with an increase in
the grinding time.

4.4 DIFFERENTIAL SCANNING CALORIMETRY

4.4.1 Background

In many respects, the practice of DSC is similar to the practice of DTA,
and analogous information about the same types of thermally induced
reactions can be obtained. However, the nature of the DSC experiment
makes it considerably easier to conduct quantitative analyses, and this
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aspect has ensured that DSC has become the most widely used method
of thermal analysis. The relevance of the DSC technique as a tool for
pharmaceutical scientists has been amply documented in numerous
reviews [3-6,31-32], and a general chapter on DSC is documented in
the United States Pharmacopeia [33].

In the DSC method, the sample and the reference are maintained at
the same temperature and the heat flow required to keep the equality
in temperature is measured. DSC plots are therefore obtained as the
differential rate of heating (in units of W/s, cal/s, or J/s) against
temperature. The area under a DSC peak is directly proportional to the
heat absorbed or evolved by the thermal event, and integration of these
peak areas yields the heat of reaction (in units of cal/sg or J/s g).

When a compound is observed to melt without decomposition, DSC
analysis can be used to determine the absolute purity [34]. If the
impurities are soluble in the melt of the major component, the van’t
Hoff equation applies:

Ts =T, — {R(T,)*X;}/{(FAH;} (4.2)

where T is the sample temperature, T, is the melting point of the pure
major component, X; is the mole fraction of the impurity, F' is the
fraction of solid melted, and AH; is the enthalpy of fusion of the pure
component. A plot of T against 1/F should yield a straight line, whose
slope is proportional to X;. This method can therefore be used to
evaluate the absolute purity of a given compound without reference to a
standard, with purities being obtained in terms of mole percent. The
method is limited to reasonably pure compounds that melt without
decomposition. The assumptions justifying Eq. (4.2) fail when the
compound purity is below approximately 97 mol%, and the method
cannot be used in such instances. The DSC purity method has been
critically reviewed, with the advantages and limitations of the
technique being carefully explored [35-37].

4.4.2 Methodology

Two types of DSC measurement are possible, which are usually
identified as power-compensation DSC and heat-flux DSC, and the
details of each configuration have been fully described [1,14]. In power-
compensated DSC, the sample and the reference materials are kept at
the same temperature by the use of individualized heating elements,
and the observable parameter recorded is the difference in power
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inputs to the two heaters. In heat-flux DSC, one simply monitors the
heat differential between the sample and reference materials, with the
methodology not being terribly different from that used for DTA.
Schematic diagrams of the two modes of DSC measurement are
illustrated in Fig. 4.6.

Power-compensation DSC

Sample Reference
Temperature
<& Sensors -
Heaters
Temperature
Programmer
Heat-Flux DSC
S-mp[e Reference
Hest
Flux
Sensor
Temperature
— Sensors ——————1>
_ﬁater

Temperature

Programmer

Fig. 4.6. Schematic diagrams of the power-compensation and heat-flux modes
of DSC measurement.
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TABLE 4.2

Melting temperatures and enthalpies of fusion for compounds suitable as
reference materials in DSC

Material Melting point (°C) Enthalpy of fusion (kJ/mol)
Naphthalene 80.2 19.05
Benzil 94.8 23.35
Acetamide 114.3 21.65
Benzoic acid 122.3 18.09
Diphenylacetic acid 148.0 31.27
Indium 156.6 3.252

In the DTA measurement, an exothermic reaction is plotted as a
positive thermal event, while an endothermic reaction is usually
displayed as a negative event. Unfortunately, the use of power-
compensation DSC results in endothermic reactions being displayed
as positive events, a situation which is counter to IUPAC recommenda-
tions [38]. When the heat-flux method is used to detect the thermal
phenomena, the signs of the DSC events concur with those obtained
using DTA, and also agree with the IUPAC recommendations.

The calibration of DSC instruments is normally accomplished
through the use of compounds having accurately known transition
temperatures and heats of fusion, and a list of appropriate DSC
standards is provided in Table 4.2. Once a DSC system is properly
calibrated, it is easy to obtain melting point and enthalpy of fusion data
for any compound upon integration of its empirically determined
endotherm and application of the calibration parameters. The current
state of methodology is such, however, that unless a determination is
repeated a large number of times, the deduced enthalpies must be
regarded as being accurate only to within approximately 5%.

4.4.3 Applications

In its simplest form, DSC is often thought of as nothing more than a
glorified melting point apparatus. This is so because many pure
compounds yield straightforward results consisting of nothing more
than one event, the melting of a crystalline phase into a liquid phase.
For example, acetaminophen was found to have an onset temperature
of 170.0°C and a peak of 170.9°C, with an enthalpy of fusion equal to
116.9J/g (see Fig. 4.7). In displaying DSC plots, it is important to
indicate the ordinate scale to be interpreted as the endothermic or
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Fig. 4.7. DSC thermogram of acetaminophen.

exothermic response of the measuring instrument, due to differences
in calorimetric cell arrangements between different equipment manu-
facturers.

Figure 4.8 shows the comparison of three lots of loperamide
hydrochloride, each obtained from a different supplier. The displayed
thermograms represent normal behavior for this material, and while
the figure shows the uniqueness of each source, the variations were
within acceptable limits. Owing to the decomposition that followed on
the end of the melting endotherm, specific heats of fusion were not
calculated in this case.

Much more information can be obtained from the DSC experiment
than simply an observation of the transition from a solid to a liquid
phase. A plot of heat flow against temperature is a true depiction of the
continuity of the heat capacity at constant pressure (Cp). If the entire
temperature range of a given process is known, the physical state of a
material will reflect the usefulness of that material at any temperature
point on the plot. For polyethylene terephthalate (see Fig. 4.9), a step-
shaped transition is interpreted as a change in C, resulting from a
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Fig. 4.8. DSC thermograms of three lots of loperamide hydrochloride obtained
from different suppliers.

transition from an amorphous, rigid (‘‘glassy’’) state to an amorph-
ous, non-rigid (‘““plastic”’) state. The temperature at the inflection
point in such a transition is called the glass transition temperature (T'g).
Exothermic events, such as crystallization processes (or recrystalli-
zation processes) are characterized by their enthalpies of crystallization
(AH.). This is depicted as the integrated area bounded by the
interpolated baseline and the intersections with the curve. The onset
is calculated as the intersection between the baseline and a tangent line
drawn on the front slope of the curve. Endothermic events, such as the
melting transition in Fig. 4.9, are characterized by their enthalpies of
fusion (AHy), and are integrated in a similar manner as an exothermic
event. The result is expressed as an enthalpy value (AH) with units of
J/g and is the physical expression of the crystal lattice energy needed to
break down the unit cell forming the crystal.

Single scan DSC information is the most commonly used instru-
mental mode, but multiple scans performed on the same sample can be
used to obtain additional information about the characteristics of a
material, or of the reproducibility associated with a given process.
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Fig. 4.9. DSC thermogram of polyethylene terephthalate.

4.4.3.1 Cyclical differential scanning calorimetry

An example of the supercooling phenomenon was found when
comparing seven lots of microcrystalline wax that were obtained from
the same supplier. While all of the lots exhibited similar endothermic
events at approximately 65 and 88°C, there were some minor variations
observed when the samples were reheated. These observations are
typical for waxes and represent differing degrees of crystalline cure.
Since these materials are families of several different wax analogs, their
melting behavior is not sharply defined. The results are appropriately
illustrated as an overlay plot of the heating and cooling curves for each
lot (see Fig. 4.10). The results for all seven lots were within acceptable
ranges for this material and did not differentiate one lot from another.
As a result, the lots were treated as being equivalent materials for their
intended formulation purposes.

The three overlay plots shown in Fig. 4.11 illustrate another example
of how process variations can lead to unexpected changes in material
behavior. Consider the instance of a spray congealing process where a
mixture of one or more waxes with a melting point below that of the
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Fig. 4.10. Cyclic DSC comparisons of seven lots of microcrystalline wax.

API (acetaminophen in this case) is heated above the wax melting
point, but below that of the drug component. This process results in a
suspension of the drug particles in the molten wax. When a nozzle is
used to spray the atomized suspension onto cooled air, the molten
droplets of suspension congeal, thus allowing the liquid components to
encapsulate the solid API and resulting in packets of API particles
encased in solidified wax.

In normal processing the mixture is maintained at 80+ 5°C prior to
spraying. An aliquot of this mixture was removed from the melting pot,
allowed to cool, and a fragment examined by DSC (labeled as ‘“‘melt
prior to spraying (2)’). A portion of the melting pot charge was spray-
congealed and the product collected until a clog developed in the lines
requiring an increase in hating to soften the blockage. A sample of the
normal product analyzed by DSC produced the result shown in the
overlay as “‘spray-congealed product (1)”’. Meanwhile, during the clog-
removal step, the remaining mixture in the melting pot was exposed to
a temperature excursion between approximately 100 and 110°C. Within
moments of arriving at this higher temperature, the suspension in the
melting pot spontaneously formed a precipitate while a clear molten
liquid phase developed above the collapsed solid. When the melting pot
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Fig. 4.11. Unexpected formation of a metastable phase of acetaminophen as a
result of exposure to the molten wax formulation during spray-congeal
processing. Note: The three curves have been manually offset on the Y-axis
from the normal zero milliwatt baselines in order to display the relative X-axis
(temperature) differences between the three samples.

mixture was quickly separated on a filter, the precipitate at the bottom
of the pot had formed a crystalline material. The surprising change was
noted when a sample of this new solid phase was checked by DSC.
Labeled as ‘““‘same melt heated above 100°C (3)”’, this material produced
an endothermic response in the wax component region that was
identical to the two other samples.

But the drug component region of the thermogram showed
endothermic melting event shifted approximately 10°C lower in
temperature, and the complete absence of the normal endotherm. This
finding stood in sharp contrast to the other two samples, which showed
normal melting endotherms in both the wax and drug component
regions of the thermogram. Later experiments confirmed the occur-
rence of this metastable form of acetaminophen that was not observed
with pure acetaminophen.

In fact, Fig. 4.7 shows that no other endothermic or exothermic
transition is observed when acetaminophen is heated to its normal
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melting point region. The occurrence of the new crystalline form
is characterized by a similar AH; value of 59.15J/g (see curve (3) of
Fig. 4.11), when compared to AH; value of 67.08J/g for the spray-
congealed acetaminophen product (see curve (2) of Fig. 4.11). Only the
drug alone yielded a higher AH¢ value (116.9d/g, Fig. 4.7), since for the
pure drug substance there would be no other material capable of
perturbing the crystal formation of the material. The molten wax
system therefore provided a unique environment in which acetamino-
phen molecules were able to orient themselves into a different unit cell
having a lower melting point and a lower enthalpy of fusion, probably
due to the generation of alternative nucleation possibilities associated
with the presence of the molten wax.

4.4.3.2 Utility in studies of polymorphism

Polymorphism is the ability of the same chemical substance to exist in
different crystalline structures that have the same empirical composi-
tion [39,40]. It is now well established that DSC is one of the core
technologies used to study the phenomenon. Polymorphic systems are
often distinguished on the basis of the type of interconversion between
the different forms, being classified as either enantiotropic or
monotropic in nature.

When a solid system undergoing a thermal change in phase exhibits
a reversible transition point at some temperature below the melting
points of either of the polymorphic forms of the solid, the system is
described as exhibiting enantiotropic polymorphism, or enantiotropy.
On the other hand, when a solid system undergoing thermal change is
characterized by the existence of only one stable form over the entire
temperature range, then the system is said to display monotropic
polymorphism, or monotropy.

An example of monotropic behavior consists of the system formed by
anhydrous ibuprofen lysinate [41,42]. Figure 4.12 shows the DSC
thermogram of this compound over the temperature range of 20-200°C,
where two different endothermic transitions were noted for the
substance (one at 63.7°C and the other at 180.1°C). A second cyclical
DSC scan from 25 to 75°C demonstrated that the 64°C endotherm,
generated on heating, had a complementary 62°C exotherm, formed on
cooling (see Fig. 4.13). The superimposable character of the traces in
the thermograms demonstrates that both these processes were
reversible, and indicates that the observed transition is associated
with an enantiotropic phase interconversion [41]. X-ray powder
(XRPD) diffraction patterns acquired at room temperature, 70°C, and
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Fig. 4.12. DSC thermogram of non-solvated ibuprofen lysinate, illustrating the
enantiotropic conversion of the metastable phase to the more stable phase
(64°C endotherm) and subsequent melting of the stable form (181°C
endotherm).

on sample cooled back to room temperature confirmed the same cyclical
behavior was observed for the system.

The polymorphs of tristearin are monotropically related, as
evidenced in the DSC thermograms shown in Figs. 4.14 and 4.15,
showing a ripening effect between a kinetically formed lower melting
form and a conversion to a higher melting stable form. The monotropic
nature of the tristearin solid system is initially confirmed by the fact
that the form melting at 58.2°C exhibits a single endothermic
transition, when the sample is removed from a bottle stored at
room temperature for longer than 3 days (see the top overlay plot in
Fig. 4.14).

However, if that same DSC pan is immediately quench-cooled (i.e.,
cooled from 120 to —20°C in less than 5min) and its DSC thermogram
obtained immediately, three linked thermal events are observed (see
the bottom overlay plot in Fig. 4.14). A melting endotherm at 46.6°C
transitions into a recrystallization exotherm at 48.7°C, only to
transition again into a second larger endotherm at 57.3°C. When the
same process was observed using hot-stage light microscopy, the system
was observed to begin melting, but it never fully achieved a one-phase
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Fig. 4.13. Demonstration of the enantiotropic reversibility associated with the
phase conversion between the non-solvated polymorphs of ibuprofen lysinate.

liquid state until the temperature exceeded 65°C. Without the DSC as a
guide, the visual observation would have been interpreted as a broad
single melt over a wide temperature range.

In another experiment, the newly melted material from the second
rescan (bottom trace, Fig. 4.14) was slowly allowed to cool from 120 to
20°C over a two-day time period. As shown in Fig. 4.16, the DSC
thermogram of this sample showed the same three-part pattern, but the
ratio of lower melting metastable form to the higher melting stable
form was greatly shifted in favor of the thermodynamically stable form.

It is worth noting that a monotropic polymorphic system offers the
potential of annealing the substance to achieve the preferred form of
the thermodynamically stable phase. The use of the most stable form is
ordinarily preferred to avoid the inexorable tendency of a metastable
system to move toward the thermodynamic form. This is especially
important especially if someone elects to use a metastable phase of an
excipient as part of a tablet coating, since physical changes in the
properties of the coating can take place after it has been made. Use of
the most stable form avoids any solid-solid transition that could
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Fig. 4.14. DSC thermograms of the stable (upper trace) and metastable (lower
trace) forms of tristearin.

negatively impact the quality (release rate, surface roughness, particle
flowability, etc.) of a coating.

4.4.3.3 Characterization of phase transformations associated with
compression

Often the character of materials in a mixture undergoes solid-state
rearrangements due to the pressures associated with compaction, which
may or may not be polymorphic in nature. Consider the pre-compression
powder blend, whose DSC thermogram is shown in Fig. 4.16, and which
features the presence of four endothermic transitions. In the post-
compression, ground tablet sample whose DSC thermogram is shown in
Fig. 4.17, the endotherms having maxima at 86.5 and 106°C remain
relatively constant (maxima at 85.3 and 104.2°C). On the other hand,
the third endotherm in the pre-compression thermogram shows
considerable attrition in the post-compression sample, and an additional
endotherm (not previously observed in the pre-compression sample)
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Fig. 4.15. DSC thermogram of tristearin showing the decrease in metastable
phase content as a result of a two-day annealing process.

appears with a maximum at 186.8°C. These changes in thermal profile
were traced to a pressure-induced polymorphic transition of one of the
excipient ingredients in the formulation.

Another example of pressure-induced polymorphism is seen in the
case of amiloride hydrochloride, where ball-milling Form-B causes a
solid-state phase transformation into Form-A [43]. These workers
deduced the phase relationship between two different pressure-induced
polymorphs of the dihydrate, as well as the alternative route to one of
those dihydrate forms that used the anhydrous form as the source
material and effected the phase transformation through storage at high
degrees of relative humidity storage.

4.4.3.4 The value of measurements of glass transition temperatures
C.M. Neag has provided a concise example of how measurements of
glass transition temperatures by DSC can help determine the
comparative property differences of a group of related materials [44]:

Probably the best understood and most commonly used property of
polymers, glass transition temperatures are important in virtually
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Fig. 4.16. DSC thermogram of a powder blend prior to its compression into a
tablet.

every phase of a coating’s development and manufacture. The T,
marks a polymer’s transition from an amorphous glass to a rubbery
solid and defines the limits of processability for most polymers ... the
T, is most commonly assigned to the extrapolated onset of the
transition ... . Close examination of the DSC heat flow curves gives
outstanding clues about the character of the polymers being
analyzed. Compared to a typical T, the transitions in {Figure 16}
are very broad—covering some 40 to 50°C—and quite shallow, falling
less than 0.1 cal/s/g from beginning to end. The character of the glass
transition region in a typical DSC is quite different. The temperature
range of this region is usually no more than about 25°C wide and
usually drops more than 0.5 cal/s/g over the Ty range. The differences
in these particular T,’s probably stem from the combined effects of
monomer sequence distribution [45] and end group effects related to
the relatively low molecular weight [46] of these copolymers. The
polymers used in this experiment were all low-molecular-weight
tetramers (number average molecular weight <5000) composed of
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Fig. 4.17. DSC thermogram of the ground tablet resulting from compression of
the powder blend of Fig. 16.

various combinations of methylated and butylated acrylics. Van
Krevlan [47] provides a more comprehensive overview of polymer
properties that could have an influence on the assignment of the
glass transition temperature.

4.4.3.5 Modeling freeze/thaw cycles in stability samples
Drug formulations can be exposed to variable temperatures during
storage. While this is not usually a desirable case, anticipating the effect
of freeze/thaw cycles on a drug substance or a formulation may avoid
costly reformulation owing to problems discovered at a later time in the
product scale-up process. In the case chosen for illustration, the bulk
formulation is stored frozen, thawing only a small portion for
intravenous use a short period before administration to the patient.
Figure 4.18 shows the results of a cyclic DSC evaluation of a sample
of the aqueous IV formulation. The sample was analyzed in an open
aluminum pan, being cooled and then heated (under nitrogen purge)
through a series of three and a half freeze/thaw cycles at a temperature
ramp of 10°C per min over the range of -50 to +25°C. This range was
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Fig. 4.18. DSC freeze/thaw cycles of an aqueous intravenous formulation.

TABLE 4.3

Summary of temperature peak maxima measured for various lots of an
intravenous product across the full cycle range of DSC freeze/thaw cycles

Lot number Initial Second Third Fourth First Second
freezing freezing freezing freezing endotherm endotherm
maximum maximum maximum maximum maximum (melt)
(°C) (°C) °C) (°C) (°C) maximum

°0)

A -9.203 -9.203 -9.203 -10.712 —19.245 5.648

B —13.982 —14.799 —15.308 —15.807 —18.913 6.975

C —14.241 —15.527 —15.527 —15.751 —18.780 6.317

D —11.005 —11.421 —12.384 —12.678 —18.751 6.314

E —14.666 -15.018 —15.089 —15.089 —18.676 7.305

F —9.454 —11.229 —11.949 —11.980 —18.768 6.313

chosen to contain the complete freeze/thaw behavior range of the
sample, and the specific method segments are shown at the bottom of
the resulting thermogram of Fig. 4.18. All six samples were run in an
identical manner but only one was chosen to illustrate the technique,
and the results of all six lots are shown in Table 4.3.

The sample thermogram by the presence of an endotherm associated
with a melting transition, and characterized by onset and peak
temperatures of 0.29 and 5.65°C, respectively, and an enthalpy of
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fusion equal to 164.55J/g. Upon cooling, a reciprocal event occurs as an
exotherm due to crystallization, which was characterized onset and
peak temperatures of approximately -8 and —9°C, respectively, and an
enthalpy of crystallization approximately 160dJ/g. It is worth noting
that the recrystallization exotherm is not a mirror image of the melting
endotherm, but that both events are nearly of the same magnitude in
the enthalpy values.

This suppression of the freezing point relative to the melting point of
the sample is indicative of the phenomenon of supercooling. This occurs
when a liquid does not condense to a solid crystalline state, either due to
short-lived kinetics invoked in a flash cooling situation or because of
steric hindrance of the individual molecules from forming a crystal lattice
at the thermodynamically optimum temperature. All of the samples
showed superimposable heating profiles, while there were variations in
the cooling cycles that were consistent neither from sample to sample nor
within sample heat/cooling loops. As mentioned above, it is likely that
kinetic or steric factors involved in the condensation of each sample led
to such variations. It is significant that the characteristic melting point
temperature remained a constant, showing that the solid phase was
eventually obtained at the beginning of the experiment (regardless of
cycle) produced identical melting endotherms. Results from the cyclic
DSC experiments also showed that no apparent thermal degradation
changes took place in any of the samples over the range of —50 to +25°C.

Supercooling has been observed in an extreme form in molten
ibuprofen if the molten solid is allowed to cool from the melting point to
room temperature without vibration in a smooth-lined container [48].
For instance, undisturbed rac-ibuprofen can exist as an oil phase for
several hours to a few days. If disturbed, however, an exothermic
recrystallization proceeds and bulk crystalline material rapidly grows
vertically out of the oil phase so energetically that the system emits an
audible cracking sound.

4.4.3.6 Determination of the freezing point of a 2% aqueous solution of
dielaidoylphosphatidylcholine

Dielaidoylphosphatidylcholine (DEPC) has been used as a membrane
model to study the interactions of bioactive membrane-penetrating
agents such as melittin (a bee venom peptide), which is composed of a
hydrophobic region including hydrophobic amino acids and a positively
charged region including basic amino acids. When liposomes of
phosphatidylcholine were prepared in the presence of melittin, reductions
in the phase transition enthalpies were observed [49]. In attempting to
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define the molecular mechanism of action of bioactive membrane-
penetrating agents and how they induce structural perturbations in
phospholipid multilayers, a potentially helpful model involving DEPC
helped confirm the important role played by the phospholipid bilayers in
the association of invasive agents with cell membranes.

When pure phospholipids are suspended in excess water, they form
multilamellar liposomes consisting of concentric spheres of lipid
bilayers interspersed with water. It is possible to obtain the complete
main phase transition for the DEPC solution without having to go
below 0°C. It is critical that these solutions not be cooled below 0°C as
the water component can freeze and destroy the liposome structures.
The effect of changing the cooling rate on the main phase transition for
the DEPC solution was determined. Figure 4.19 displays the results
obtained by cooling the DEPC solution at rates of 0.5, 1.0, and 2.0°C per
minute. As the cooling rate is increased, the temperature of the
observed peak significantly decreases. This data may be used to assess
the time-dependency, or kinetics, of the main phase transition for the
DEPC solution [50].
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Fig. 4.19. DSC thermograms of a 2% aqueous solution of DEPC subjected to
various heating rates.
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4.5 THERMOGRAVIMETRY
4.5.1 Background

Thermogravimetry (T'G) is a measure of the thermally induced weight
loss of a material as a function of the applied temperature [51]. TG
analysis is restricted to studies, which involve either a mass gain or loss,
and is most commonly used to study desolvation processes and
compound decomposition. TG analysis is a very useful method for the
quantitative determination of the total volatile content of a solid, and
can be used as an adjunct to Karl Fischer titrations for the
determination of moisture.

TG analysis also represents a powerful adjunct to DTA or DSC
analysis, since a combination of either method with a TG determination
can be used in the assignment of observed thermal events. Desolvation
processes or decomposition reactions must be accompanied by weight
changes, and can be thusly identified by a TG weight loss over the same
temperature range. On the other hand, solid-liquid or solid—solid phase
transformations are not accompanied by any loss of sample mass and
would not register in a TG thermogram.

When a solid is capable of decomposing by means of several discrete,
sequential reactions, the magnitude of each step can be separately
evaluated. TG analysis of compound decomposition can also be used to
compare the stability of similar compounds. The higher the decom-
position temperature of a given compound, the more positive would be
the AG value and the greater would be its stability.

4.5.2 Methodology

Measurement of TG consists of the continual recording of the mass
of the sample as it is heated in a furnace, and a schematic diagram
of a TG apparatus is given in Fig. 4.20. The weighing device used in
most devices is a microbalance, which permits the characterization
of milligram quantities of sample. The balance chamber itself is
constructed so that the atmosphere may be controlled, which is
normally accomplished by means of a flowing gas stream. The furnace
must be capable of being totally programmable in a reproducible
fashion, whose inside surfaces are resistant to the gases evolved during
the TG study.

It is most essential in TG design that the temperature readout
pertain to that of the sample, and not to that of the furnace. To achieve
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Fig. 4.20. Schematic diagram of apparatus suitable for the measurement of
thermogravimetry.

this end, the thermocouple or resistance thermometer must be
mounted as close to the sample pan as possible, in direct contact if
this can be achieved.

Although the TG methodology is conceptually simple, the accuracy
and precision associated with the results are dependent on both
instrumental and sample factors [52]. The furnace heating rate used for
the determination will greatly affect the transition temperatures, while
the atmosphere within the furnace can influence the nature of the
thermal reactions. The sample itself can play a role in governing the
quality of data obtained, with factors such as sample size, nature of
evolved gases, particle size, heats of reaction, sample packing, and
thermal conductivity all influencing the observed thermogram.

4.5.3 Applications

4.5.83.1 Determination of the solvation state of a compound

TG can be used as a rapid method to determine the solvation state of a
compound. For example, Fig. 4.21 contains the weight loss profiles for a
compound having a molecular weight of 270.23, and which is capable of
being isolated as an anhydrate crystal form, or as the monohydrate and
dihydrate solvatomorphs. Evaluation of the thermograms indicates
effectively no temperature-induced weight loss for the anhydrate
substance, as would be anticipated. The theoretical weight loss for the
monohydrate solvatomorph was calculated to be 6.25%, which agrees
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Fig. 4.21. Thermogravimetric analysis of a compound capable of being isolated
as an anhydrate crystal form (solid trace), and as the monohydrate (dashed
trace) and dihydrate (dotted trace) solvatomorphs.

well with the experimentally determined value of 6.3%, and therefore
confirms existence of the monohydrate. The theoretical weight loss for
the dihydrate solvatomorph was calculated to be 11.76%, which agrees
well with the experimentally determined value of 11.9%.

4.5.8.2 Use of thermogravimetry to facilitate interpretation of
differential scanning calorimetry thermograms
TG is a powerful adjunct to DSC studies, and are routinely obtained
during evaluations of the thermal behavior of a drug substance
or excipient component of a formulation. Since TG analysis is restricted
to studies involving either a gain or a loss in sample mass (such
as desolvation decomposition reactions), it can be used to clearly
distinguish thermal events not involving loss of mass (such as phase
transitions).

For example, an overlay of the DSC and TG thermograms for an
active pharmaceutical ingredient is presented in Fig. 4.22. The TG
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thermogram shows a total weight loss of 5.21% over the range of
25.1-140.0°C, which is associated with the loss of water and/or solvent.
Over this same temperature range, a small initial rise in the baseline
and a broad endotherm (peak temperature of 129.5°C) are observed in
the DSC thermogram. Above 140°C, a small endotherm is observed at a
peak temperature of 168.1°C.

The TG thermogram indicates that slightly more than half of the
total weight loss (approximately 3.1%) occurred over the range of
25-100°C. This loss of weight corresponded in the DSC thermogram to
a slight rise in the baseline. The remainder of the weight loss
(approximately 2.1%) corresponded to the endotherm at 129.5°C. It
was determined that the enthalpy of the endotherm was greater than
the enthalpy associated with the small rise in the baseline preceding
100°C. Because the enthalpy of the endotherm corresponded to only
40% of the total weight loss, it was conjectured that something more
than the loss of water/solvent was contributing to the endothermic
transition. Through the use of XRPD, it was later shown that the
sample consisted of a mixture of crystalline and amorphous substances,
suggesting that the DSC endotherm was a result of a solid-state
transition, possibly that of a crystalline to amorphous transition.

PerkinElmer Thermal Analysis
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Fig. 4.22. Complementary thermogravimetric and DSC thermograms, showing
loss of a volatile component and solid-solid conversion of some of the sample
from the amorphous to the crystalline phase.
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Fig. 4.23. Cyclic DSC studies of the drug substance in Fig. 22 proving that the
compound does not degrade at temperatures near or below 150°C.

This conclusion was confirmed by XRPD analysis of an aliquot of the
material that had been placed in a convection oven at 150°C for 5 min.
Prior to this, cyclic DSC was used to simulate the conditions that
the sample would be subjected to prior to being analyzed by XRPD. The
results of this DSC experiment showed that the solid-state identity of the
sample that had been heated to 150°C and cooled did not change, since
no additional rise in baseline was noted during the 150°C isothermal
step nor were additional exothermic peaks observed in the cooling cycle
(see Fig. 4.23). Comparison of the diffraction patterns of the drug
substance before and after heating showed that heating the sample to
150°C caused peak broadening, a reduction in peak intensity, and an
increase in baseline curvature. This was taken as confirmation of a phase
conversion (partial in this case) from a crystalline to an amorphous state.

4.5.3.3 Estimating the isothermal lifetime of pharmaceutical coatings
using thermogravimetric decomposition kinetics

When formulating with crystalline drugs that have received a
Biopharmaceutical classification system (BCS) ranking as being either
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type-1I or type-IV, modifying the solid phase by using crystal-lattice-
disrupting excipients [53-56] (Gelucire® 44/14) will result in formation
of amorphous solid solutions, or at least crystalline or semi-crystalline
phases, that exhibit lower crystal lattice energies and thus yield
enhanced solubility and dissolution rates. Dissolution is likely to be the
rate-determining step in type-II drugs, while type-IV drugs are
generally problem compounds for which in vitro dissolution results
may not be reliable or predictive.

Determining the decomposition rate and expected thermal lifetime
of formulation components at the elevated temperatures of formulation
processes is essential for avoiding thermal decomposition of the
formulation components during processing. Such processes include
melt-extrusion casting, spray-congealing, and hot-melt fluid-bed coat-
ing or enrobing of drug substances.

TA instruments has developed automated thermogravimetric ana-
lysis and related kinetic programs that enable a rapid determination of
decomposition rates to be made. The following excerpt from a TA
application brief [57] explains the method:

Thermogravimetric Analysis provides a method for accelerating the
lifetime testing of polymers waxes and other materials so that short-
term experiments can be used to predict in-use lifetime. A series of
such tests, performed at different oven temperatures, creates a semi-
logarithmic plot of lifetime versus the reciprocal of failure tempera-
ture. The method assumes first order kinetics and uses extrapolation
to estimate the long lifetimes encountered at normal use tempera-
ture ... . Many polymers are known to decompose with first order
kinetics. For those that do not, the earliest stages of decomposition
can be approximated well with first order cal kinetics ... In the TGA
approach, the material is heated at several different rates through its
decomposition region. From the resultant thermal curves, the
temperatures for a constant decomposition level are determined.
The kinetic activation energy is then determined from a plot of the
logarithm of the heating rate versus the reciprocal of the tempera-
ture of constant decomposition level. This activation energy may
then be used to calculate estimated lifetime it a given temperature or
the maximum operating temperature for a given estimated lifetime.
This TGA approach requires a minimum of three different heating
profiles per material. However, even with the associated calculations,
the total time to evaluate a material is less than one day. With an
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automated TGA ...the actual operator time is even lower with
overnight valuation being possible.

In a hot-melt patent [58] involving a coating applied as a hot-melt
spray into a fluidized bed of acetaminophen, the molten coating
consisted of an 88:12w/w% ratio of Carnauba Wax to Polyaldo®™ 10-1-S
(polyglycerol esters of fatty acids, specifically, decaglyceryl mono-
stearate [59]). The drug delivery system of the present invention is
preferably prepared by the following steps. The pharmaceutically active
ingredient is placed in a fluidized bed. Melted wax and emulsifier (along
with other ingredients) are stirred together. The emulsifier/wax
mixture is then added to the fluidized bed. The type of fluidized bed
is not critical, as top spray, Wurster and rotor type, fluidized beds may
be employed in the present invention. The fluidized bed should provide
an air stream of at least about 40°C above the melting temperature of
the emulsifier/wax mixture. An atomization air temperature of about
125°C is adequate for most systems. The melted coating material is
delivered into the fluidized bed under pressure through a nozzle to
create droplets of the emulsifier/wax mixture. The addition of the
emulsifier/wax system is then applied to the surface of the pharma-
ceutically active ingredient. Another advantage of the present inven-
tion is that no solvents, either water or non-aqueous, are required in
order to prepare the drug delivery system.

Regarding the above formulation and process, the thermal stability
was determined by estimating the isothermal lifetime from thermo-
gravimetric data. Process scientists for scale-up equipment design and
temperature specifications sought answers to the following four basic
questions:

1. Are the formulation components thermally sensitive?

2. What is excessive temperature for this process?

3. What are the lifetimes of materials in this process?

4. What is the predicted thermal storage lifetime of the coating?

A number of assumptions needed to be made in order to implement
the thermogravimetric decomposition kinetics method. To minimize
entrapped internal volatile components as the TG heating progresses,
powders or ground specimens with high-surface areas are preferable for
use. Sample size should be held to 3+ 1 mg and lightly pressed flat to
minimize layering effects in mass loss during TGA heating. Variations
in sample particle size distribution can be controlled without the loss of
volatile components by using a nitrogen-blanketed environment (glove
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box) to grind each sample in a micro mill under liquid nitrogen,
followed by passing the resultant specimen through a 150-mesh sieve
(150 um screen openings).

In addition, a rational relationship must be established between the
TG results and the process being modeled. The method applies to well-
defined decomposition profiles characterized by smooth, continuous
mass change and a single maximum rate. Plots of log (heating rate)
against the reciprocal temperature (i.e., /K) must be linear and
approximately parallel. Self-heating or diffusion of volatiles can become
rate-determining conditions at high heating rates, and such conditions
would invalidate the TG kinetic model. The value of calculated
activation energy is independent of reaction order, an assumption that
holds for early stages of decomposition. Finally, use of a half-life value
check is required, where a sample held for 1h at the 60-min half-life
temperature should lose approximately 50% of its mass. Experimental
results that do not come close indicate a poor fit for the predictive
model, and results that do not pass this value check should not be
considered valid.

Figure 4.24 displays a single TG thermogram of a 10°C per min scan
of the hot-melt coating formulation showing percent weight loss (or
percent decomposition conversion) points that will form the data set
required to build the decomposition kinetic model. The model uses at
least three different heating rates of three aliquots of the sample.
Figure 4.24 presents the overlaid weight loss curves for the hot-melt
coating mixture at four different heating rates (scanned at 1, 2, 5, and
10°C per min).

The first step in the data analysis process is to choose the level of
decomposition. A selection level early in the decomposition is desired
since the mechanism is more likely to be related to the process of the
actual failure onset point of the material (i.e., thermal decomposition).
The analyst must be cautious to use former experience with the
construction of the model construction of the method so as not to select
a level too early and cross material failure with the measurement of
some volatilization that is not involved in the failure mechanism. A
value of 5% decomposition level (sometimes called ‘“‘conversion’) is a
commonly chosen value. This is the case in the example in Fig. 4.25, and
all other calculations from the following plots were based on this level.

Figure 4.26 further illustrates why the 5% weight loss level was a
good choice for this system. This level provides the best compromise
between avoiding simple moisture loss if a lower level selects
intersections too early in the TG experiments, or mixed-mechanistic
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Fig. 4.24. Single TG thermogram of a 10°C per min scan of a hot-melt coating
formulation, showing the percent weight loss conversion points for building
the kinetic model.

decompositions that tend to develop at higher loss levels later in the
TG scan. Using the selected value of conversion, the temperature
(in degrees Kelvin) at that conversion level is measured for each
thermal curve. A plot of the logarithm of the heating rate versus
the corresponding reciprocal temperature at constant conversion is
prepared, which should produce a straight line. Further, as mentioned
above, all the related plots at other levels should also be both linear and
have slopes nearly parallel to each other. If the particular specimen
decomposition mechanism were the same at all conversion levels, the
lines would all have the same slope. However, this is not the case for the
example being provided. The lines for the low conversion cases were
quite different from those of 5% and higher conversion, so 5%
conversion was judged to be the optimal point of constant conversion
for the model.

To calculate the activation energy (E..), Flynn and Wall [60]
adapted the classic Arrhenius equation into Eq. (4.3) to reflect the
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Fig. 4.25. Overlay of TG thermograms obtained at four different heating rates,
showing conversion iso-percentile levels.

parameters of the TG multiplexed method:

_—R [d log ﬁ]

T b |dA/T)

(4.3)

where E is the activation energy (units of J/mol), R is the universal gas
constant (8.314J/molK), T is the absolute temperature at constant
conversion, f§ is the heating rate (units of °C per min), and b is a
constant (equal to 0.457). The value of the bracketed term in the above
equation is the slope of the lines plotted in Fig. 4.26. The value for the
constant b is derived from a lookup table in reference [60], and varies
depending upon the value of E/RT. Thus, an iterative process must be
used where E is first estimated, a corresponding value for b is chosen,
and then a new value for E is calculated. This process is continued until
E no longer changes with successive iterations. For the given
decomposition reaction for the values of E/RT between 29 and 46, the
value for b is within +1% of 0.457, thus this value is chosen for the first
iteration.
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Fig. 4.26. Comparison plots for 10 preselected levels, graphed as the logarithm
of heating rates versus the corresponding reciprocal temperatures at constant
conversion.

Toop [61] has postulated a relationship between the activation
energy and the estimated lifetime:

Int; = Rin +In [ﬁ% ° P(Xf):| 4.4)
where t¢ is the estimated time to failure (units of minutes), T is the
failure temperature (in degrees Kelvin), P(Xy) is a function whose
values depend on E at the failure temperature, T'. is the temperature
for 5% loss at f§ (degrees K), and the other symbols have their meaning
as before.

To calculate the estimated time to failure, the value for T, at the
constant conversion point is first selected for a slow heating rate. This
value is then used along with the activation energy (E) to calculate the
quantity E/RT. This value is then used to select a value for log P(Xp)
from the numerical integration table given in Toop’s paper, and the
numerical value for P(X;) can then be calculated by taking the
antilogarithm. Selection of a value for failure temperature (Ty) (or
operation temperature in the case of the hot-melt coating process)
permits the calculation of #; from Toop’s postulated Eq. (4.4).
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Fig. 4.27. Estimated time (in hours) to thermal decomposition failure of hot-
melt coating held at various constant temperatures.

Rearrangement of Eq. (4.4) yields a relation that may be used to
calculate the maximum use temperature (7) for a given lifetime (¢¢):
_E/R E

This equation may be used to create a plot, similar to those in Figs. 4.27
and 4.28, in which the logarithm of the estimated lifetime is plotted
against the reciprocal of the failure temperature. From plots of this
type, the dramatic increases in estimated lifetimes for small decreases
in temperature can be more easily visualized.

The value of the method can be seen by reconsidering responses to
the four basic questions of the TG decomposition kinetic model. The
first question concerned whether the formulation components were
thermally sensitive, and at what operational hold times the constant
temperature decomposition was under 2%. From Fig. 4.27, the model
predicted that an operating temperature in the range of 90-100°C
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Fig. 4.28. Estimated time (in years) to thermal decomposition failure of hot-
melt coating held at various constant temperatures.

would be an appropriate holding temperature. The kinetic model
successfully predicted that the hot-melt coating formulation remained
thermally stable for 48h in dry air and required no oxidation
protection.

The second question asked what would be an excessive temperature
for this process. It was recommended that process hot spots (i.e., zones
higher than 100°C) should be avoided. This requirement was met by
keeping the heating lines, the walls of the melting pot, and the spray
head thermally jacketed to maintain the appropriate internal soak
temperature. As a result, the model presented a potential for hot spots
at the skin surfaces of the lines and equipment walls. This needed to be
investigated for its decomposition potential, and in fact, after several
batches were processed, the flexible heat-traced lines had to be
discarded because of a buildup of a blacked residue on the inner tubing
walls. The kinetic model predicted how many batches could be run
before this necessary replacement maintenance was required.
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The third question concerned the lifetimes of materials in the
process. Figure 4.27 showed that the coating mixture could be held in
the melting pot for at least two consecutive 8-h work shifts in the
production plant without significant decomposition, if the coating batch
was maintained at or below 100°C.

The final question concerned the predicted thermal storage lifetime
of the coating, which would probably be a good measure of stability
lifetime of the hot-melt-coated particle. As shown in Fig. 4.28, the
coating mixture was predicted to be thermally stable in dry air at 40°C
for more than four years.

4.6 ALTERNATE METHODS OF THERMAL ANALYSIS

Most workers in the pharmaceutical field identify thermal analysis with
the melting point, DTA, DSC, and TG methods just described. Growing
in interest are other techniques available for the characterization of solid
materials, each of which can be particularly useful to deduce certain
types of information. Although it is beyond the scope of this chapter to
delve into each type of methodology in great detail, it is worth providing
short summaries of these. As in all thermal analysis techniques, the
observed parameter of interest is obtained as a function of temperature,
while the sample is heated at an accurately controlled rate.

4.6.1 Modulated differential scanning calorimetry (MDSC)

In MDSC, the sample is exposed to a linear heating rate that has a
superimposed sinusoidal oscillation, which provides the three signals of
time, modulated temperature, and modulated heat flow. The total heat
flow is obtained from averaging the modulated heat flow (equivalent to
normal DSC), while the sample heat capacity is calculated from the
ratio of the modulated heat flow amplitude and the modulated heating
rate by a Fourier transform. The reversing heat flow is calculated by
multiplication of the heat capacity with the negative heating rate, and
the non-reversing heat flow is calculated as the difference between the
total and reversing heat flows.

MDSC is particularly useful for the study of reversible (related to the
heat capacity) thermal reactions, and is less useful for non-reversing
(kinetically controlled) reactions. Examples of reversible thermal events
include glass transitions, heat capacity, melting, and enantiotropic phase
transitions. Examples of non-reversible events include vaporization,
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decomposition, cold crystallization, relaxation phenomena, and mono-
tropic phase transitions. The ability of MDSC to differentiate between
reversible and non-reversible thermal events can yield improved
separation of overlapping transitions.

The technique appears to be particularly useful in the characteriza-
tion of glass transition phenomena. The utility of MDSC in the study
of glass transitions can lead to methods for determination of the
amorphous content in a substance [62,63].

4.6.2 Evolved gas analysis (EGA)

In this technique, both the amount and composition of the volatile
component are measured as a function of temperature. The composi-
tion of the evolved gases can be determined using gas chromatography,
mass spectrometry, or infrared spectroscopy.

4.6.3 Thermo-mechanical Analysis (TMA)

The deformation of the analyte, under the influence of an externally
applied mechanical stress, is followed as a function of temperature.
When the deformation of the sample is followed in the absence of an
external load, the technique is identified as thermodilatometry.

4.6.4 Thermoptometry

This category refers to a variety of techniques in which some optical
property of the sample is followed during the heating procedure.
Observable quantities could be the absorption of light at some
wavelength (thermospectrophotometry), the emission of radiant energy
(thermoluminescence), changes in the solid refractive index (thermo-
refractometry), or changes in the microscopic particle characteristics
(thermomicroscopy). The latter state is often referred to as hot-stage
microscopy.

4.6.5 Dielectric analysis

As applied to thermal analysis, dielectric analysis consists of the
measurement of the capacitance (the ability to store electric charge)
and conductance (the ability to transmit electrical charge) as functions
of applied temperature. The measurements are ordinarily conducted
over a range of frequencies to obtain full characterization of the system.
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The information deduced from such work pertains to mobility within
the sample, and has been extremely useful in the study of polymers.
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REVIEW QUESTIONS

1. How does melting point of a substance relates to its purity?
2. Provide two application of DTA.

3. What is DSC?

4. Describe various applications of DSC.

109


http://www.lonza.com/group/en/products_services/products/catalog/groups.ParSys.5500.File0.tmp?path=product_search_files/db_files/US_Polyaldo%2010-1-S.pdf
http://www.lonza.com/group/en/products_services/products/catalog/groups.ParSys.5500.File0.tmp?path=product_search_files/db_files/US_Polyaldo%2010-1-S.pdf
http://www.lonza.com/group/en/products_services/products/catalog/groups.ParSys.5500.File0.tmp?path=product_search_files/db_files/US_Polyaldo%2010-1-S.pdf

iranchembook.ir/edu

Chapter 5

General principles of spectroscopy and
spectroscopic analysis

Neil Jespersen

5.1 INTRODUCTION

Many of the laws of optics were discovered or rediscovered in the period
called the Renaissance. Isaac Newton studied the properties of prisms
and their ability to separate white light into what we now call the
visible spectrum and also prepared lenses to use in telescopes. Laws of
optics such as the law of reflection,

sin Hincident = sin Hreﬂected (51)

and Snell’s Law of refraction,

Nincident sin Qincident = Nyefracted sin erefracted (52)

where 7 is the refractive index defined as the ratio of the speed of light
in a vacuum to the speed of light in the given medium, date from this
period.

In more modern times, infrared, ‘“‘beyond red,” radiation was dis-
covered by William Herschel in 1800. He found that the temperature
recorded by a thermometer increased from the violet to the red in the
visible region. Going beyond the red he found the temperature contin-
ued to increase instead of decreasing if the light ended at the end of the
visible spectrum. Recognition of the utility of the infrared spectral re-
gion for chemical analysis is credited to W.W. Coblentz and it was not
until the mid-1900s that infrared spectroscopy became an established
technique. Apparently, noting Herschel’s discovery of infrared radia-
tion, Johann Wilhelm Ritter discovered ultraviolet radiation in 1801 by
noting that silver chloride was reduced to silver metal when exposed to
violet visible light and was even more efficiently reduced by radiation
beyond the violet end of the visible spectrum.
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James Clerk Maxwell predicted the existence of electromagnetic
waves in 1864 and developed the classical sine (or cosine) wave descrip-
tion of the perpendicular electric and magnetic components of these
waves. The existence of these waves was demonstrated by Heinrich
Hertz 3 years later.

Diffraction of light by transmission and reflection gratings was used
to demonstrate the existence of light waves and led to the development
of the diffraction equation.

ni= d(Sin Hincident + sin Hreﬂected) (53)

where n represents the order of diffraction and d stands for the spacing
between grooves in a diffraction grating.

Finally, in the early 20th century Albert Einstein explained the
photoelectric effect based on quantized packets of electromagnetic ra-
diation called photons. These quickly led to the familiar relationships of
the energy of a photon,

E=hv= h% (5.4)

and the particle-wave duality expressed by DeBroglie in 1938

P (5.5)
my

Use of spectroscopy for chemical analysis most probably can be related
to alchemists’ use of flame tests for the qualitative determination of
elemental composition. Comparison of colors of solutions, colorimetry,
also emerged at that time. Development of light sources, dispersing
devices, optics, detectors, modern transducers and digital technology
has led to continuing improvement of spectroscopic instrumentation.
Modern instrumentation for spectroscopic analysis in the ultraviolet,
visible and infrared spectral regions is based on sophisticated principles
and engineering, yet is often simple enough to produce accurate results
with a minimum of training.

5.1.1 Spectral regions

This chapter covers ultraviolet, visible and infrared spectroscopies, the
most commonly used range of wavelengths employed by chemists today.
The range of wavelengths that the human eye can detect varies slightly
from individual to individual. Generally, the wavelength region from 350
to 700 nm is defined as the visible region of the spectrum. The energy of a
mole of photons ranges from 170 to 340 kJ mol~* and may be compared
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to the approximate bond energy for a C—C bond of 350kJmol ! and a
C-H bond of 412kJmol~*. This amount of energy is sufficient to cause
electronic transitions within molecules and in some instances can cause
ionization and bond breaking.

Ultraviolet radiation is commonly defined as the wavelengths from
200 to 350 nm. Around 200 nm oxygen absorbs strongly, part of the
process to produce ozone in the upper atmosphere, and makes meas-
urements difficult. One solution to the problem is to evacuate the in-
strument, giving rise to the terminology that wavelengths from 200 to
100 nm are in the ‘“vacuum UV”’ region. The energies of photons in UV
region range from 340 to 595 kJ mol~!. These energies are sufficiently
high to cause ionization and bond breaking. As a result, electromag-
netic radiation starting at 300 nm or down is often called ionizing ra-
diation.

Technically, the infrared region starts immediately after the visible
region at 700 nm. From 700 to 2500 nm is the near infrared, NIR, re-
gion and its use is discussed in Chapter 6. The classical infrared region
extends from 2500 (2.5um) to 50,000nm (50 um). Infrared spec-
troscopists often use wavenumbers to describe the infrared spectral
region. A wavenumber is the reciprocal of the wavelength when the
wavelength is expressed in centimeters and has the symbol, v. As a
result 2500 nm is 4000 cm ™! and 50,000 nm is 200 cm~*. Multiplication
of v by the speed of light, 3 x 10'°cms™*, gives the frequency that is
directly proportional to the energy. The energies of infrared radiation
range from 48 kJ mol ! at 2500 nm to 2.4 kJ mol~* at 50,000 nm. These
low energies are not sufficient to cause electron transitions but they are
sufficient to cause vibrational changes within molecules. Infrared spec-
troscopy is often called vibrational spectroscopy.

5.1.2 Spectra

A spectrum is a plot of some measure of the electromagnetic radiation
absorbed by a sample versus the wavelength or energy of the electro-
magnetic radiation. For example, it is common practice to plot the ab-
sorbance versus wavelength for spectra in the ultraviolet and visible
spectral regions as shown below (Fig. 5.1).

Historically, in the infrared region spectra have been represented as
percent transmittance versus wavenumber as shown in Fig. 5.2.

Infrared spectra plotted as absorbance versus wavelength are be-
coming more common especially with instruments that are computer
controlled and can make the change with a few commands.
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Fig. 5.1. Typical format, absorbance versus wavelength, of ultraviolet and vis-
ible spectra. Peaks in these regions tend to be broad.

67.9
65

60
55
50
45
40
35
30
25
20
15
10
5
0.0
4000.0 3000 2000 1500 1000 450.0

cm!

%T

Fig. 5.2. Typical format, percentage transmittance (%T) versus wavenumber,
for infrared spectra. This is a spectrum of benzoic acid.

5.1.3 Origin of the spectra

All spectra are due to the absorbance of electromagnetic radiation en-
ergy by a sample. Except for thermal (kinetic) energy, all other energy
states of matter are quantized. Quantized transitions imply precise
energy levels that would give rise to line spectra with virtually no line-
width. Most spectral peaks have a definite width that can be explained
in several ways. First, the spectral line-width can be related to the
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lifetime of the excited state using the Heisenberg uncertainty principle.
The width of a peak in terms of AE is h/2nt, where 7 is the lifetime of
the excited state,

h
AE = — (5.6)

2nt

The second contribution to the line-width is Doppler broadening. While
the transition energy AE may be constant, the frequency and therefore
the energy of radiation increases if the molecule is approaching the
source and decreases if the molecule is receding from the source. In
terms of energy

2k T In 2\
AE = 2E, <7;> (5.7)
mc
Collisional line broadening can be written in a form similar to Eq. (5.6)
AE =" (5.8
211,

the difference being that 7. represents the time between collisions and
in Eq. (5.6) it represents the excited state lifetime.

Finally, the width of peaks in most spectra is due to the fact that the
peak actually represents an ‘“‘envelope’ that describes the outline of a
group of closely spaced, unresolved, peaks. In the infrared region the
rotational energy levels are superimposed on the vibrational energy
levels giving rise to many closely spaced transitions that are generally
not resolved. In the visible and ultraviolet regions the vibrational and
rotational energy levels are superimposed on the electronic transitions
giving rise to very wide absorbance bands.

Rotational transitions from one state to another (e.g., Jo—J1) require
the least energy and these transitions usually occur in the microwave
region of the spectrum. The energy of microwaves ranges from 156 to
325dJ. Microwave spectra tend to have very sharp peaks.

Vibrational transitions (e.g., vo—v;) require more energy than rota-
tional transitions and this amount of energy is generally found in the
infrared region of the spectrum. Infrared spectra have sharp peaks with
some width to them.

Each atom within a molecule has three degrees of freedom for its
motion in three-dimensional space. If there are N atoms within a mol-
ecule there are 3N degrees of freedom. However, the molecule as a
whole has to move as a unit and the x, y, z transitional motion of the
entire molecule reduces the degrees of freedom by three. The molecule
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also has rotational degrees of freedom. For a non-linear molecule this
rotation has three degrees of freedom reducing the number of degrees
of freedom to 3N—6. A linear molecule can be rotated around its axis
with no change and only two significant rotations. Therefore, a linear
molecule has 3N—5 degrees of freedom. This calculation indicates the
maximum number of transitions a molecule can have.

The number of peaks actually observed in an infrared spectrum is
often less than the maximum because some of the vibrations are en-
ergetically identical or degenerate. A real molecule will often have two
or more vibrations that may differ only by their orientation in space.
These will have exactly the same energy and result in one absorption
peak. In addition to the degeneracy of vibrational modes, there is also
the requirement that a vibration result in a change in the dipole mo-
ment of the molecule needs to be observed.

The number of peaks in an IR spectrum may increase due to over-
tones. Normally, the vibrational level is allowed to change by + 1. If the
vibrational energy level changes by +2 or more (a ‘“‘forbidden” tran-
sition), an overtone results. It is also possible for two normal mode
vibrations to combine into a third.

To illustrate the above concept, we consider the possible and ob-
served peaks for HoS and CS,. HyS is a non-linear molecule and is
expected to have 3N—6 = 3 spectroscopic peaks. The diagram below
shows the three possible vibrations as a symmetrical stretch, and
asymmetric stretch and a motion called scissoring (Fig. 5.3).

For CS,, it is a linear molecule and should have 3N—5 = 4 vibra-
tional modes. There is a symmetrical stretch, an asymmetrical stretch
and a bending in-plane and a bending out-of-plane modes of vibration.

N~ NN~

B C

Fig. 5.3. The three vibrational modes of H2S. (A) Represents the scissoring
motion, (B) is the symmetrical stretch and (C) is the asymmetrical stretch.
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C D

Fig. 5.4. Vibrational modes for CS2. (A) Represents the symmetrical stretch,
(B) is the asymmetrical stretch, (C and D) are the out-of-plane and in-plane
bending motions. The + and — symbols indicate motion toward and away from
the viewer, respectively.

The two bending motions are identical; they differ only by the direction
in space of the motion. Therefore they degenerate and appear as only
one peak (Fig. 5.4).

Without derivation, we may consider the bonds between atoms as a
spring connecting two atoms in a harmonic oscillator. The energy
difference between two vibrational energy levels is

NEIAVIASE

where v is the vibrational quantum number, & represents Planck’s
constant, £ is the Hooke’s Law restoring force constant and u is the
reduced mass

mimsg

_ (5.10)
mi+mg

Reduced mass =

The approximate energy change for vibrational transitions may be cal-
culated using the approximate force constants and subtracting
E,_,—E,_o=AE (Table 5.1).

The effect of isotopic substitution on the position of a peak can also
be estimated using this relationship.

For ultraviolet and visible spectroscopy the transitions are between
electronic energy levels. Certain groupings of atoms, particularly in
organic molecules have electrons that can be excited from one energy
level to another with the energies found in the ultraviolet and visible
regions of the spectrum. These groupings are called chromophores and
usually account for most of the absorption of energy by a molecule.
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TABLE 5.1

Force constants for bond types useful for estimation vibrational frequencies
Type of bond Force constant, £ (mdyne AY
C-H 5

C-F 6

N-H 6.3

O-H 7.7

C-Cl 3.5

Cc-C 10

Cc=C 12

Cc=C 15.6

C=N 17.7

Source: From Mann, C.K., Vickers, T.J. and Gulick, W.M., Instrumental Analysis, Harper & Row,
New York, 1974, p. 483.

Electrons in an organic compound are usually ¢ (sigma bond elec-
trons), n (non-bonding electrons) and = (pi bond electrons). These elec-
trons may be excited to their corresponding antibonding levels, ¢* o, 7*
7. The non-bonding electrons may be excited to the ¢* or n* levels. Of
these transitions, only the n* n has a large molar absorptivity (ca.
10,0001mol ' ecm™?) along with a low enough energy to occur in the
ultraviolet or visible regions.

Independent double bonds (i.e., without conjugation) have molar
absorptivities that are approximately multiples of the molar absorptiv-
ity for one double bond. For instance, 1,4-hexadiene has twice the molar
absorptivity of 1-hexene but absorbs at the same wavelength.

For conjugated, non-aromatic substances, both the molar absorptiv-
ity and wavelength of maximum absorption increase. An example of
this is the comparison of 1-hexene that absorbs at 177 nm with a molar
absorptivity of 12,000 while 1,3,5-hexatriene absorbs at 268 nm and has
a molar absorptivity of 42,500.

Aromatic compounds have very high molar absorptivities that usu-
ally lie in the vacuum ultraviolet region and are not useful for routine
analysis. Modest absorption peaks are found between 200 and 300 nm.
Substituted benxene compounds show dramatic effects from electron-
withdrawing substituents. These substituents are known as auxo-
chromes since they do not absorb electromagnetic radiation but they
have a significant effect on the main chromophore. For example, phenol
and aniline have molar absorptivities that are six times the molar ab-
sorptivity of benzene or toluene at similar wavelengths.
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Charge-transfer spectra represent one of the most important classes
of spectra for analytical chemistry since the molar absorptivities tend to
be very large. Charge-transfer can occur in substances, usually com-
plexes that have one moiety that can be an electron donor and another
that can be an electron acceptor. Both the donor and acceptor must
have a small difference in their energy levels so that the electron can be
readily transferred from the donor to the acceptor orbitals and back
again. One example is the well-known, deep-red color of the iron (III)
thiocyanate ion. The process appears to be

(Fe**SCN™)*" 4 hv — (Fe**SCN)*" (5.11)

an electron from the thiocyanate is excited to an orbital of iron, effec-
tively reducing it to iron (II) and the thiocyanate radical. The electron
rapidly returns to the thiocyanate to repeat the process.

5.2 SPECTROSCOPIC ANALYSIS
5.2.1 Qualitative relationships

Infrared spectra differ markedly from the typical ultraviolet or visible
spectrum. Infrared spectra are marked by many relatively sharp peaks
and the spectra for different compounds are quite different. This makes
infrared spectroscopy ideal for qualitative analysis of organic compounds.

For qualitative analysis the infrared spectrum is divided roughly into
half. The region from 4000 to 2500 cm ™! is the group region and 2500 to
200cm ™ is the fingerprint region. In the group region, there are fairly
well-defined ranges at which different functional groups absorb. For ex-
ample, the nitrile group (-C=N) has a sharp line at 2260-2240 cm ' and
the —OH group has a large broad peak at 3000 cm . A brief table of some
functional groups is given below (Table 5.2).

The fingerprint region is an area that has many peaks and it allows
us to distinguish between different substances that may have the same
functional groups. All alcohols will have a large, broad peak at
3000 cm ™!, however, each alcohol will have a distinctively different
number and position of peaks in the fingerprint region.

Significant tabulations of spectra are available in hardcopy or in
electronic databases. In addition, compilations of common absorption
bands based on functional group or vibrational mode are also available.

The ultraviolet and visible spectra are usually comprised of a few
broad peaks at most. This is due to the fact that electronic transitions
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TABLE 5.2

Absorption band ranges for some typical functional groups

Functional group Frequency range (cm™')

Alcohol -OH O-H stretch 3550-3200 broad
Ketone -C=0 C=0 stretch 1870-1540 strong
Aldehyde -C=0 C=0 stretch 1740-1720

Acids —-COOH (dimers) C=0 stretch 1700-1750 strong
O-H stretch 3300-2500 broad

Amines, primary -NH, N-H stretch 3500-3400 doublet, weak
Amino acids NH3 stretch 3100-2600 strong
Esters C=0 stretch 1750-1735

C-0O stretch 1300-1000

Ethers C-O-C C-O-C asym. str. 1170-1050 strong
Halogens -CHX CH, wag 1333-1110

Source: Specific absorption frequencies vary from compound to compound.

dominate these spectral regions. Table 5.3 lists some of the electronic
transitions that can occur and their approximate wavelength ranges

and molar absorptivities.

Qualitatively, absorbance in the ultraviolet region of the spectrum
may be taken to indicate one or more unsaturated bonds present in an
organic compound. Other functional groups can also absorb in the UV
and visible regions. The portion of a molecule that absorbs the elec-
tromagnetic radiation is called a chromophore. Fully saturated com-
pounds only absorb in the vacuum UV region. Unsaturated bonds
absorb electromagnetic radiation as a n—n* transition. The energy
difference is small between these two states and the molar absorptivi-

ties are relatively high.

Some salts, particularly of transition metals, are highly colored and
absorb in the UV and visible regions. Salts and complexes that have the
highest molar absorptivities tend to absorb electromagnetic radiation
by a charge-transfer process. In the charge-transfer process, an electron
is promoted from one part of a complex to another causing one part of
the complex to be oxidized and the other to be reduced as in Eq. (5.11).

5.2.2 Quantitative relationships

Spectroscopic measurements for the UV, visible and infrared regions are
most conveniently and reliably made by determining the absorbance of a
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TABLE 5.3
Examples of some electronic transitions in the ultraviolet region
Electronic Maximum Maximum molar Example
transition wavelength absorptivity

(nm) (Imol tem™1)
g—0* 135 - Ethane
n—-g* 173 200 Methyl chloride
n-o* 259 400 Methyl iodide
n—n* 165 11,000 Ethylene
o ¥ 217 21,000 1,3-Butadiene
n—n* 188 900 Acetone
n-n* 290 17 Acetaldehyde
n —n* 204 41 Acetic acid
Aromatic n—n* 180 60,000 Benzene
Aromatic 7 7n* 200 8000 Benzene
Aromatic 7 —n* 255 215 Benzene
Aromatic 7 —n* 210 6200 Toluene
Aromatic 7 —n* 270 1450 Toluene

Source: From Silverstein, R.M., Bassler, G.C. and Morrill, T.C. Spectrometric Identification of
Organic Compounds, 4® ed., John Wiley and Sons, New York, 1981, p. 312.

solution. The absorbance tends to be a robust measure that is repro-
ducible and only slightly affected by common variables of temperature
and trace impurities. The absorbance of a system is determined by
measuring the intensity of light at a given wavelength, I, and then
measuring the intensity with a sample in the same beam of light, I. The
ratio of these intensities is the transmittance, 7.
1

T = T (5.12)
When using a single-beam spectrometer, I, is measured when a reagent
blank is used to ‘“‘zero” the absorbance scale. The value of I is then
measured when the sample is inserted into the spectrometer. On the
other hand, when using a double-beam instrument both the reagent
blank, I, and the sample, I, are measured continuously and the appro-
priate ratio is determined electronically.

Most infrared measurements are transmittance values plotted as a
spectrum. To convert data from an infrared spectrum to usable ab-
sorbance values involves the following steps: First, the peak of interest
is located and a tangent is drawn from one shoulder to the other to
create a baseline. Then a vertical line is constructed from the peak to
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Fig. 5.5. Illustration of the method to determine the percent transmittance of a
peak in an infrared spectrum.

the baseline. The percent transmittance of the peak is the difference in
transmittance from the baseline intersection to the peak. This proce-
dure is illustrated in Fig. 5.5.

The absorbance is defined as

A=—log T = (%T/100) (5.13)

The Beer-Lambert Law relates the absorbance to concentration in two
alternate forms depending on the units used for the concentration:

A=abc or A=c¢bc (5.14)

Modern terminology defines A as the absorbance, a as the absorptivity,
b as the optical path length and ¢ as the concentration. In the second
equation ¢ represents the molar absorptivity. Table 5.4 compares these
terms.

The Beer-Lambert Law assumes that the electromagnetic radiation
being absorbed is monochromatic. In practical instruments it is not a
single wavelength but a band of wavelengths that enter the sample. The
middle of this band of wavelengths is called the nominal wavelength. It
can be shown that as long as a, or ¢, is relatively constant over the band
of wavelengths, the absorbances of each wavelength can be added to
obtain the total absorbance that obeys the Beer—-Lambert Law,

Atotal =Aj, +A), +A,, +-- -+ (5.15)

If the absorptivities or molar absorptivities are not approximately
equal, the linear relationships of the Beer-Lambert Law will not hold.
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TABLE 5.4
Terminology and units used for the Beer-Lambert law

A aore b c

A =abc  Absorbance Absorptivity Optical path Concentration

dimensionless (lg 'cm) length (cm) (g™
A = ¢bc Absorbance Molar Optical path Concentration
dimensionless  absorptivity length (cm) moll™!
1mol em

In practical situations the absorbance of a sample is determined by
making two measurements, the first to determine I, and the second to
determine I. The determination of I, is used to cancel a large number of
experimental factors that could affect the result. When measuring I,
the sample container must closely match the unknown container in all
ways except for the analyte content. The cuvettes should be a matched
pair if a double beam instrument is used and the same cuvette can be
used for both the blank and sample with a single beam instrument. The
blank solution filling the cuvette should be identical to the solvent that
the sample is dissolved in, except for the sample itself. If done correctly,
the least-squares line for the calibration graph will come very close to
the 0,0 point on the graph.

5.2.3 Single component analysis

The simplest spectroscopic analysis is of one compound that absorbs
electromagnetic radiation strongly at a wavelength where no other sub-
stance absorbs. In this case a series of standard solutions, that have
absorbances between zero and 1.0 are prepared. Each of the standards is
measured and a plot of absorbance versus concentration is drawn. A
spreadsheet program can be used to record the data and generate the
graph along with a least squares line that has a slope of ¢b. The absorb-
ances of unknown solutions are then determined. The absorbances of the
unknown solutions must fall between the highest and lowest absorb-
ances of the standard solutions. Unknowns with absorbances that are too
high must be diluted and those with low absorbances must be concen-
trated. The graph may be used to determine the concentration by draw-
ing a horizontal line from the absorbance of the unknown to the least
squares line and then a vertical line to the concentration axis. This
method has a drawback that it may not be possible to determine the
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concentration to more than two significant figures. Alternatively, the
equation for the least squares line may be used to solve for the unknown
concentration. The drawback of using the equation is that too many
significant figures may be kept and that unknown absorbances far out-
side the range of the standards may be inappropriately used.

Example. 10.0ml of an aqueous solution containing the Mn?* ion is
reacted with KIO,4 to produce the permanganate ion. The final mixture
is diluted to 100 ml. A stock solution of 100 ppm Mn?* is produced by
dissolving 0.100 g of manganese metal and diluting to 1.001. Standard
solutions are prepared by pipeting 1.00, 3.00, 5.00, 7.00 and 10.00 ml of
the stock solution into separate flasks and reacting with KIO, in the
same manner as the unknown. The absorbances of the standards were
determined, in a 1.00 cm cuvette, to be 0.075, 0.238, 0.359, 0.533 and
0.745, respectively. The absorbance of the unknown was determined to
be 0.443. What is the concentration of the unknown and the molar
absorptivity of the MnOy ion under these conditions.

Solution. Calculate the concentration of the standard solutions as:

(ppm stock) (volume stock) = (ppm std) (volume std)
(100 ppm) (1.00 ml) = ppm std (100 ml std)
ppm std = 1.00
repeat process for remaining standard solutions

Enter data into a spreadsheet and obtain a graph of absorbance versus
concentration of the standards. Obtain the least-squares line and its
equation (Fig. 5.6).

Calibration Curve for Permanganate Standards
0.8

y = 0.0743x + 0.0037
06 /

[}
[¢]
% /
e
2 04
[]
» /
202 o

0 ' _ A 4 _

0 2 4 6 8 10 12

Permanganate concentration (ppm)
Fig. 5.6. Calibration curve for permanganate standards. Line is a least-squares

linear regression for the data. Graphical interpolation is illustrated for an
unknown with an absorbance of 0.443.
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To determine the concentration using the graphical method draw a
horizontal line from A = 0.443 to the least-squares line. Then construct
a vertical line from that point to the concentration axis and read the
value of the unknown. In this case it appears to be slightly less than
6.0 ppm. Using the least-squares equation we get

0.443 = 0.0743x + 0.0037 and the value of x = 5.91 ppm

To calculate the absorptivity and molar absorptivity, we see that
0.0743 is the slope of the line and the slope is ab. Since b = 1.00 cm,
a=0.743cm 'ppm~1.

We know that 1ppm = 1 mgl~" therefore @ = 0.7431cm 'mg™"' in-
serting 1072 for the prefix m results in @ = 7431ecm™'g~'. To convert a
into ¢ we divide the mass by the molar mass of permanganate

(MnOj; = 118.93gmol ') to get ¢ = 88,3631 mol ‘em™1.

5.2.4 Mixture analysis

If a mixture of two or more substances is absorbing electromagnetic
radiation at the same nominal wavelength, their absorbances will be
additive,

Agotal = A1 +As+ -+ (5.16)

If each of the substances in a mixture has different spectra, it will be
possible to determine the concentration of each component. In a two-
component mixture measurement of the absorbance at two (appropri-
ately chosen) different wavelengths will provide two simultaneous
equations that can be easily solved for the concentration of each sub-
stance.

A, = €q),bcq + €p;,bcp
A,12 = Sabbca + Sbizbcb

Since the slope of the calibration curve is ¢b, we need to construct four
calibration curves, two at the first wavelength for compounds a and b
and two at the second wavelength for compounds a and 6. Once the four
slopes are determined along with the absorbance of the unknown at the
two wavelengths, we have two equations in two unknowns that can be
solved algebraically or with simple matrix methods.
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Example. A mixture of two compounds, X and Y, needs to be analy-
zed. The e, for compound X is at 632 nm, while ¢, for compound Y is
at 447 nm. Standards are prepared for both X and Y and the calibration
curves give the following results:

X632 b = 8879

£Y632 b =2210
&X447 b = 3480
&Y447 b = 6690

The absorbances at the two wavelengths were Agss = 0.771 and
Ayy7 = 0.815. What are the concentrations of the compounds X and Y?

Substitute the given data into two equations for the total absorbance
at 632 and 447 nm to get

0.771 = 8879c, + 2210c,
0.815 = 3480c, + 6690c,

multiply the bottom equation by 8879/3480 to get
2.079 = 8879c, + 17069c,

subtract the first equation from the new second one to get

2.079 = 8879c, +17069c,
—0.771 = —8879c, —2210c,
1.308 = 0.00c, +14859c,
then

¢y =8.80 x 10 °mol 1"
¢y = (0.771 — 0.194)/8879 = 6.50 x 10 °mol 1"

5.2.5 Method of standard additions

In certain circumstances the matrix, defined as everything except the
analyte, contributes significantly to the absorbance of a sample and is
also highly variable. One method that can be used to improve results is
the method of standard additions. The basic idea is to add standard to
the analyte so that the standard is subjected to the same matrix effects
as the analyte. This method assumes that the system obeys the
Beer-Lambert Law.
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As an example, consider a sample that contains the dichromate ion.
The absorbance of the unknown may be readily determined at 425 nm,
which is close to the maximum for the dichromate ion. For this un-
known the absorbance measured will be 0.525. Now, we will add
5.00ml of a 3.00mM solution of KoCrsO; to 25.0ml of the unknown
and remeasure the absorbance and find it to be 0.485. The cal-
culations are

Original unknown : Ay = ebcynk

Unknown with added standard Aynk sta = €bCunkstd
The ratio of these two equations is

Aunk _ Sbcunk _ Cunk

Aunk+std 8bcunk+std Cunk+std
For the denominator we can use the dilution equation

CunkVUunk + CstdUstd = Cunk+stdVunk+std = Cunk+std(vunk + Ustd)

CunkUunk + CstdUstd

Cunk+std =

Uunk 1 Ustd
Aunk . Cunk
A - CunkVunk +CstdUstd
unk+std Vunk H0std

Looking at this equation we have measured the two absorbances, we
know the volumes of the unknown and standard and we know the
concentration of the standard. Only one unknown, the concentration of
the unknown is left to calculate.

0.525 Cunk

0.485 ~ Cunk(25.0 m1)1(3.00 mM)(5.00 ml)
’ (25.0 mI+5.00 ml)

Cunk = 5.53 mM dichromate

An alternate method that lends itself to analysis using a database is to
add varying amounts of standard to a fixed volume of unknown in
separate volumetric flasks. The flasks are all filled to the mark, mixed
well and measured. As an example let us take a solution containing an
unknown amount of Cu?*; 25.0 ml of the unknown is pipetted into each
of five 50 ml volumetric flasks. Added into these flasks are 0.0 ml, 3.0 ml
5.0ml, 7.0ml and 10.0 m] of a 0.600 ppm solution of Cu®*. Each flask is
then filled to the mark with 1.0M ammonia solution to develop the
color. The measured absorbances were 0.326, 0.418, 0.475, 0.545 and
0.635, respectively. The concentrations of each of the standards in the
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Standard Additions Graphical Analysis
y = 2.5848x + 0.3247
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Fig. 5.7. Standard additions graphical analysis.

flasks are 0.0, 0.036, 0.060, 0.084 and 0.12 ppm, respectively. We can
write five equations and solve any pair of them

A1 = 0.326 = ebcynk

A = 0.418 = ebcynk + ¢b(0.036 ppm)
As = 0.475 = ebcypnk + ¢b(0.060 ppm)
Ay = 0.545 = ebcyyi + ¢b(0.084 ppm)
As = 0.635 = ebcynk + ¢b(0.12 ppm)

Dividing the second equation by the first equation yields
0.418  ebcynx + €b(0.036 ppm)

0326 D
1982 = 1.0 + X036 ppm
Cunk

0.282c,nx = 0.036 ppm

Cunk = 0.128 ppm Cu?*

We can also plot the data in this problem and extrapolate to the x-axis
intercept that will be —c . On the graph below the concentration is
approximately 0.125 ppm (Fig. 5.7).

5.2.6 Photometric error

The basic measurements of absorbance spectroscopy are actually Iy and I
that determine the transmittance. The uncertainty in the measurement
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of the transmittance can be evaluated as a relative uncertainty in the
concentration. The Beer-Lambert Law can be rewritten as

-1

=—1logT 5.17
C=d 8 ( )
converting to natural logarithms results in
¢ = 20434 p (5.18)

b
Take the partial derivative of this equation yields
—0.434
= T 5.19

dc BT 0 (6.19)
Divide this equation by the first equation to obtain
oc —0.4340T
—= 5.20
c logT T ( )

This expression is interpreted as the relative uncertainty in the concen-
tration, as related to the relative uncertainty of the transmittance meas-
urements, 07 /T. The graph below illustrates the effect of a 1%
uncertainty in transmission measurements on the percent relative un-
certainty in the concentration (Fig. 5.8).

The minimum uncertainty (ca. 3%) of photometric error ranges from
approximately 20 to 60% transmittance or an absorbance range of
0.2-0.7, a 5% relative error in concentration has a photometric range of
0.1-1.0.

Relative Photometric Error
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Fig. 5.8. Relative photometric error in concentration as a function of %T.
Optimum range of transmittance is shown as 20-60%T for approximately 3%
error for a 1% error in T.
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5.3 INSTRUMENTATION

All spectrometers have the following basic units: a source of electro-
magnetic radiation, a dispersion device, sample holder, optical devices
for collimating and focusing, a detection device and a data readout or
storage system. There are also a variety of ways in which these parts
are assembled into the entire spectrometer.

5.3.1 Sources of electromagnetic radiation

High-intensity radiation in the visible region of the spectrum is obtained
from a simple tungsten light bulb. This bulb is essentially a black-body
emitter and the relative intensity of the wavelengths of light emitted
depends on the temperature of the tungsten wire as shown below.

Radiation in the infrared region of the spectrum is obtained from
heated ceramic devices such as the Nernst glower or Globar. The Globar
is made of silicon carbide and is heated to approximately 800-1500°C to
emit black-body radiation in the infrared region of the spectrum. Coils of
nichrome wire also emit infrared radiation when electrically heated.

Sources of electromagnetic radiation for the ultraviolet region of the
spectrum are high-pressure mercury or xenon lamps or low-pressure
deuterium or hydrogen discharge lamps. The mercury and xenon dis-
charge lamps contain a gas that conducts electricity when a high volt-
age is applied to its electrodes. In the process the gas is excited and
emits photons characteristic of the element when returning to the
ground state. If the pressure in the tube is low, a characteristic atomic
spectrum will be obtained. However, at higher pressures line broaden-
ing occurs and a wide distribution of wavelengths will be emitted. The
hydrogen and deuterium lamps are low temperature and power lamps
that provide a continuous ultraviolet spectrum. The hydrogen or deu-
terium molecule is excited electrically and then it dissociates to release
the energy. The energy of excitation is distributed between the kinetic
energies of the hydrogen atom and the photon emitted. Since the ki-
netic energies of the hydrogen atoms are not quantized, the energy of
the photon is also not quantized, resulting in a broad range of energies
in the ultraviolet region being emitted.

5.3.2 Optical components

Within the typical spectrometer there is need to collimate electromag-
netic radiation into parallel light rays, light needs to be redirected and
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it also needs to be focused. All of these operations are done using optical
devices of lenses, and mirrors. The thin lens equation

1 1 1

source + focal point ~ focal length (5.21)

describes the positioning of a light source and a lens so that the angular
emission of a light source can be converted into a collimated beam.
When a light source is placed at the focal length from the lens, a col-
limated beam that has its focal point at an extremely large distance will
be produced. A collimated light beam will be focused on a point equal to
the focal length to reverse the process. Lenses, and prisms, disperse
light because the refractive index of the lens is different from the re-
fractive index of air. If the refractive index of the lens was the same for
all wavelengths, then all wavelengths of light in an instrument would
be perfectly collimated or focused. However, the refractive index often
depends on the wavelength of light (that is why a prism works) and the
focal point is wavelength-dependent. The change in refractive index
with wavelength is called the dispersion, and substances with large
dispersions are valued for preparing prisms. The reflection of a mirror
does not depend upon the refractive index, particularly front-coated
aluminum mirrors. The result is that parabolic mirrors can achieve the
same collimating and focusing functions as lenses. They are superior
because they minimize the aberrations due to refractive index effects
and also do not decrease the light intensity as much as light passing
through a lens. Wherever possible, modern instruments replace lenses
with parabolic mirrors.

Dispersion devices. Dispersion of light was first achieved using a
glass prism. It was discovered that the prism worked because different
wavelengths of light had different refractive indices in glass. The result
was that each wavelength was ‘““bent’ at a different angle when emerg-
ing from the prism, producing the separation of white light into the
rainbow of colors. This dispersion was not linear and instrument design
was very difficult using prisms. Prisms also had the same disadvantage
as lenses in that some light was absorbed passing through the prism,
decreasing the overall light intensity. Because of their lack of use in
modern instruments, further discussion of prisms is omitted.

Reflection gratings greatly decreased the problems formerly associ-
ated with prisms. In a reflection grating light is dispersed linearly from
one end of the spectral region to the other. Gratings being reflective
devices also minimize losses due to absorption of light.
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Fig. 5.9. A reflection grating illustrating the relative geometry of two light rays
that may result in constructive or destructive reinforcement.

Figure 5.9 shows a reflection grating with rays illustrating just one set
of angles for the light source and light output. In this diagram the line
segments AB = A'B'and CD = C'D’ and the line segments BC and B'C’
may or may not be the same length. Geometrically, BC = d sin 0;,cigent
and B'C’ = d sin Oyefected the difference between the two segments must
be an integer number of wavelengths for constructive reinforcement
yielding

nh = d(Sin Qincident + sin Hreﬂected) (522)

The incident and reflection angles are measured from the normal (per-
pendicular) to the grating.

In addition to the important incident and reflected angles for the
grating, the blaze angle or the angle of the major reflective surface is
important because it helps to concentrate the reflected light in the first
order and also determines the usable wavelength range of the grating.
The blaze angle, f, is where the angles of incidence and reflection are
identical and all wavelengths reinforce and is the angle that the major
reflective surface makes with the grating.

ni = 2dsin (5.23)

Physically a blaze of white light is observed in the visible region. A
grating will typically be useful from approximately one-third of the
blaze wavelength to three times the blaze wavelength in the first order.

Gratings also diffract light in the second, third and higher orders. If a
grating reinforces light at 600 nm in the first order, it will also reinforce
light at 300 nm in the second order and 200 nm in the third order. Grat-
ings are usually paired with simple optical filters to remove unwanted

132



iranchembook.ir/edu

General principles of spectroscopy and spectroscopic analysis

light. In the above case, ordinary borosilicate glass will absorb virtually
all of the ultraviolet radiation from the visible 600 nm light.

Modern gratings may be etched on concave surfaces so that they will
serve a dual purpose of diffracting light and also focusing the radiation.
This decreases the number of parts in a spectrometer and also de-
creases losses in intensity by having fewer optical parts.

Creating the master grating that commercial replica gratings are
duplicated from is a painstaking task with many possibilities for im-
perfections. Imperfections in the grating may cause interferences such
as stray radiation and unfocused images. Advances in laser technology
enable precise layouts of reflection gratings by using the interference
patterns of intersecting laser beams. The resulting pattern can be used
to sensitize a photoresist that can then be dissolved with an organic
solvent and then the exposed surface can be etched to produce the
grating. Holographic patterns produce extremely high quality master
gratings and the replica gratings are of equal high quality. Another
advantage of holographic grating production is that the technology is
not limited to flat surfaces. Excellent concave gratings can be formed
with the advantages mentioned previously.

As with prisms, there are other devices that have been historically
used for dispersing or filtering electromagnetic radiation. These include
interference filters and absorption filters. Both of these are used for
monochromatic instruments or experiments and find little use com-
pared to more versatile instruments. The interested reader is referred
to earlier versions of instrumental analysis texts.

5.3.3 Detectors

Detectors for each region of the spectrum differ because of the unique
properties of either the radiation itself or the source of the electro-
magnetic radiation. Light sources produce plentiful amounts of photons
in the visible region and the photon energy is sufficient so that a simple
phototube or phototransistor will generate enough electron flow to
measure. In the ultraviolet region of the spectrum, the available light
sources produce relatively few photons when compared to the visible
light sources. Therefore, measurement of ultraviolet photons uses a
special arrangement of a phototube called a photomultiplier to obtain a
measurable electrical current. It is not difficult to generate sufficient
photons in the infrared region but the photons produced are of such low
energy that devices to rapidly measure infrared radiation have just
been recently developed.
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Phototubes are vacuum tubes with a large anode coated with a pho-
toemissive substance such as cadmium sulfide. A positive voltage of ap-
proximately 90V on the cathode attracts electrons dislodged by photons
from the cadmium sulfide. The current measured by an ammeter is pro-
portional to the number of photons entering the phototube. Figure 5.10
represents a schematic diagram of a phototube measuring circuit.

A phototransistor or photodiode may also be used to detect visible light.
Both devices have p—n junctions. In the photodiode the photon ejects an
electron from the p semiconductor to the n semiconductor. The electron
cannot cross back across the p-n junction and must travel through the
circuitry, an ammeter to return to the p material. In a phototransistor,
usually an npn type, the base (p-type semiconductor) is enlarged and
photosensitive. Photons dislodge electrons that act as if a potential was
applied to the base. This results in an amplified flow of electrons propor-
tional to the number of photons striking the base (Fig. 5.11).

For detection of ultraviolet photons the preferred device is the pho-
tomultiplier tube. This device has an electron emissive anode (called a
dynode) that photons strike and eject electrons. However, the electrons
are attracted toward a second electron emissive surface where each
electron generated at the first dynode will eject several electrons toward
a third dynode. Approximate 10-12 dynodes are arranged as shown in
Fig. 5.12. Each dynode is biased so that it is 90 V more positive than the
previous dynode so that the ejected electrons are attracted from one
dynode to the next.

ammeter

phototube

90 volts

Fig. 5.10. Schematic diagram of a simple phototube circuit. Photons (hv) strike
the CdS-coated anode and electrons are ejected and attracted toward the pos-
itive cathode and return through the circuit. The ammeter monitors the flow
of electrons that are proportional to the intensity of the photons.
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Fig. 5.11. Schematic diagrams of a phototransistor and a photodiode.
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Fig. 5.12. A schematic diagram of a photomultiplier tube.

Infrared radiation has a very low energy and cannot eject electrons
from most common photoemissive surfaces. The initial infrared sensors
were temperature-sensing devices. Thermocouples and thermistors are
forms of bolometers used for detecting infrared radiation.

5.3.4 Transmitting surfaces

Each of the three spectral regions has different requirements for ma-
terials that can be used for sample containers, lenses and prisms if
used. Visible light is transmitted readily through borosilicate glass and
this glass also has good dispersing properties if lenses and prisms are to
be used. Disposable plastic cuvettes are also available for spectroscopy
in the visible region. There are also a large number of solvents that are
useful in the visible region. These include water, liquid alkanes, ben-
zene, toluene, halogenated hydrocarbons, acetonitrile, ethers and
esters.

In the ultraviolet region of the spectrum quartz optical materials are
required. There are some plastic materials that may also be used in the
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ultraviolet region. Solvents usable in the visible region also may not be
appropriate for the ultraviolet. Table 5.5 lists some common solvents
and their cutoff wavelengths.

The infrared region has a strong, obvious absorbance peak for the -
OH group. The surfaces of glass and water are eliminated as useful
optical materials. For liquids, sodium chloride crystals are used to con-
struct fixed path-length cells as shown in Fig. 5.13. The path length of
the cells is usually between 0.1 mM and 1 mM because most samples are
pure compounds. Other transmitting materials used in the infrared are
listed, with their usable wavelength range in the table below.

TABLE 5.5
Some common solvents and their UV cutoff wavelengths
Solvent Lower A limit (nm)
Water 180
Hexane 195
Cyclohexane 200
Ethanol 210
Diethyl ether 215
Chloroform 245
Carbon tertachloride 260
Dimethylsulfoxide 268
Toluene 284
Acetone 330
Methyl isobutyl ketone 334
Rear Plate
Gasket Front Plate
6“- P Neoprene
ot ) Lead Spacers
O 9 Lead Gasket Lead Spacer
O .
Qs .
(“‘.9 ) ﬁ‘
\\ Crystal _’
N | B
Plugs  Luer Syringe Plate Crystal .

Lead Gesket

Fig. 5.13. Diagrams of commercial fixed path length infrared cells. Lead, or
Teflon® spacers provide the cell thickness and also seal the cell from leakage.
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5.3.5 Sample handling

Typically, the ultraviolet and visible regions are used for quantitative
analysis. By far, the majority of the samples are liquids and are dilute
solutions that will achieve the lowest photometric error (between 0.2 and
0.8 absorbance units). A knowledge of the molar absorptivity allows cal-
culation of the usable concentration range for analysis, and samples can be
diluted appropriately. Cuvettes having optical path lengths of 1.0, 10.0 and
even 100.0mm are available. Gas samples can also be examined in the
ultraviolet and visible regions. Best results are obtained if a reagent blank
containing all of the solution components except the analyte is used.

Infrared analysis is usually used as a qualitative method to identify
substances. Liquids are usually analyzed as pure substances in cells
with very small optical path lengths of 0.1-1.0 mm. Usable spectra can
be obtained by placing a drop of relatively non-volatile sample between
two sodium chloride plates, allowing them to be held together by cap-
illary action.

It is often necessary to determine the optical path length of salt cells
since they are subject to wear and erosion from moisture. To determine
the optical path length, b, a spectrum is obtained on the empty cell.
Reflections from the internal walls of the cell create an interference
pattern that looks like a series of waves in the spectrum. Using as many
well-formed waves as possible, the start and ending frequencies (in
cm ') are determined along with the total number of waves. The optical
path length is then calculated from the following relationship:

number of waves
~ 2(wavenumbery; — wavenumber; )

where the wavenumbers have units of cm ™.

Recently, polyethylene and Teflon™ mesh sample holders have been
used. A drop of sample is placed on the mesh and spread to a relatively
uniform thickness for analysis. These holders can often be rinsed and
reused. A very convenient alternative to liquid sample holders is the
technique called attenuated total reflection or ATR. The ATR cell is a
crystal of gallium arsenide, GaAs; and the infrared radiation enters one
end of the trapezoidal crystal. With the angles adjusted to obtain total
internal reflection, all of the IR radiation passes through the crystal and
exits the other end as shown in Fig. 5.14.

However, as the IR waves strike the surfaces to be reflected, part of
the wave emerges from the crystal. This can be absorbed by a sample on
the other side of the crystal. The GaAs crystal is unaffected by water
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N A

Fig. 5.14. Schematic diagram of an ATR gallium arsenide crystal and the total
internal reflection of a light ray. The sample is placed on top of the crystal and
interacts with the evanescent wave producing the spectrum.

and aqueous samples can be studied. Solutions can be analyzed pro-
viding the solvent does not absorb in the infrared region of interest or if
a reference cell can be used to cancel the absorbance of the solvent.

Solid samples can be analyzed in the IR by preparing a solution in a
suitable solvent or by preparing a KBr pellet containing the sample. A KBr
pellet is prepared by mixing approximately 0.5% sample with very pure
and dry KBr (e.g., 1 mg sample and 200 mg KBr). The sample and KBr are
ground together to a very fine powder and transferred to a high-pressure
press. At approximately 2000 psi the mixture fuses into a solid pellet that
can be mounted and scanned in the spectrometer. Presence of water will
cloud the pellet and very dry KBr is required, and some presses have the
ability to remove water by vacuum while the pellet is being fused. Gaseous
samples are readily, and often, analyzed by infrared spectroscopy. Gas
cells with optical path lengths of 10 ecm fit most IR spectrometers. Addi-
tional path length may be had by arranging mirrors in a gas cell to allow
the radiation to pass through the cell several times before exiting.

5.4 PUTTING THE PARTS TOGETHER
5.4.1 Spectrometers for the visible region

Simple spectrometers that cover the region from 350 to 1000 nm are
available for modest cost and are useful for routine analysis. These
spectrometers are usually single beam instruments that are set up ac-
cording to the block diagram in Fig. 5.15, and Fig. 5.16 illustrates the
actual configuration of a commercial instrument.

A single beam instrument requires that a reagent blank be used to
determine I (set 0.0 absorbance or 100% T) at each wavelength before
measuring I for the sample (that electronically is transmitted to the meter
as absorbance or %7). Inserting the reagent blank, zeroing the instrument
and then inserting the sample and manually reading the absorbance is
time consuming. One solution, made possible by digital electronics, is to
measure I, for the reagent blank at all desired wavelengths at one time
and store the data in memory and then insert the sample and measure I at
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tungsten collimating entrance reflection exit sample phototube or
lamp lens slit grating slit or blank  photodiode

Fig. 5.15. Block diagram of a single beam visible spectrometer.

Fig. 5.16. A schematic diagram of a single beam instrument, the Genesis 2000
produced by Thermo Spectra. Layout of parts for a UV-Vis spectrometer (with
permission of Thermo inc.).

the same wavelengths. The spectrum is then calculated and displayed on a
computer screen. This approach requires very stable electronics to assure
that there are minimal system changes between measurement of I, and 1.
The older Beckman DU-7 and many of the FT-IR instruments operate in
this manner. While separate recording of the reagent blank and sample
intensities is one solution, double beam instruments surmount both prob-
lems mentioned above.

A double beam instrument splits the electromagnetic radiation into two
separate beams, one for the reagent blank, and the other for the sample.
There are two ways to do this. The first method uses a mirror that is half
silvered and half transparent. As shown in Fig. 5.17 this results in a
continuous beam of light for both the sample and reagent blank.

After passing through the sample and reagent blank, the two beams
can be monitored at separate detectors and then combined electroni-
cally to obtain the ratio of I/I.
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Fig. 5.17. Essentials of a double beam instrument in space. This is charac-
terized by two continuous beams of light.
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Fig. 5.18. Schematic diagram of a double-beam instrument in space.

The second type of double-beam instrument is one where the light
source is divided into two beams by a rotating sector mirror that al-
ternately reflects and transmits the light. This results in a chopped
beam of light that alternately passes through the reagent blank and the
sample as shown in Fig. 5.18.

The double-beam in-space spectrometer has alternating “segments”
of light impinging on the sample and the reagent blank. These beams
can be recombined and focused on a single detector. The result will be a
square-wave type of signal as shown in Fig. 5.19.

The square wave produced by the double-beam in space spectrome-
ter is preferred since there is only one detector and the signal is a
square-wave that is essentially an alternating current. Alternating
currents are much easier to manipulate electronically. In particular
they can be easily amplified and noise that is either direct current noise
or high-frequency noise can be filtered from the signal.
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1

Fig. 5.19. Representations of the output of the detector for a double-beam in-
space spectrometer. The first panel shows a system that has a relatively large
I/I, ratio while panel 2 has a smaller I/I, ratio and a larger absorbance.

5.4.2 Rapid spectroscopy

Spectroscopic instruments are used for quantitative and qualitative
analyses in stand-alone situations for the most part. However, there are
situations where spectroscopic measurements are used as detectors for
other instruments, in particular high-performance liquid chromatog-
raphy (HPLC) discussed in Chapter 15. In addition it is recognized that
the signal-to-noise ratio can be increased by repeatedly adding spectra
so that the signal increases with each measurement, N, and the noise
only increases as the square root of N, NY2. Two types of instrumen-
tation were developed to meet these needs. First is the photodiode array
(PDA) spectrometer for the ultraviolet and visible regions of the spec-
trum and the second is the Fourier transform infrared spectrometer,
FT-IR, for the infrared region.

Diode array spectrometers are also known as PDA spectrometers
designed to measure the desired band of wavelengths at the same time.
This is achieved by placing a linear array of photodiodes in the path of
the dispersed beam of UV-Vis radiation. The radiation has passed
through the sample, often an HPLC flow cell, prior to dispersion. The
grating disperses the radiation so that it is linearly, in terms of wave-
length, dispersed at the focal plane. If each of the diodes is of a certain
width, then each diode will intercept a given band of radiation. The size
of the band of radiation observed is related to the resolution of the
instrument. Considering the range from 200 to 700 nm, it would take
500 photodiodes to achieve one nanometer resolution. The speed of a
diode array instrument depends on the speed at which a computer can
access, sample, measure and discharge the voltage developed on each
diode. The number of diodes sampled also has an effect on the rate at
which spectra can be obtained. Current photodiode instruments can
obtain spectra with resolutions of 1-3nm (256-1024 diodes/
200-1100 nm range) at a rate of up to 2500 spectrasec™'. This makes
the PDA ideal as a versatile detector for HPLC applications.
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Fourier transform spectroscopy technology is widely used in infrared
spectroscopy. A spectrum that formerly required 15 min to obtain on a
continuous wave instrument can be obtained in a few seconds on an FT-
IR. This greatly increases research and analytical productivity. In ad-
dition to increased productivity, the FT-IR instrument can use a con-
cept called Fleggetts Advantage where the entire spectrum is
determined in the same time it takes a continuous wave (CW) device
to measure a small fraction of the spectrum. Therefore many spectra
can be obtained in the same time as one CW spectrum. If these spectra
are summed, the signal-to-noise ratio, S/N can be greatly increased.
Finally, because of the inherent computer-based nature of the FT-IR
system, databases of infrared spectra are easily searched for matching
or similar compounds.

The core of the FT-IR is the Michaelson interferometer (Fig. 5.20)
and the mathematical relationship between the frequency and time
domains of a spectrum that is called the Fourier transform. The Mi-
chaelson interferometer is diagrammed below. A beam of infrared ra-
diation from a source as described previously is collimated and directed
through the sample to a 50% transmitting mirror, beamsplitter. The
split beams reflect off two plane mirrors directly back to the beamsp-
litter where they recombine. One of the plane mirrors is fixed but the
other moves so that the paths that the two light beams travel are not
equal. The difference in the distance from the 50% mirror to the mov-
ing and fixed mirrors is called the retardation, 6. The difference in
distance that one light beam travels compared to another is therefore
20. As with a reflection grating, if 20 = n/ then that set of wavelengths
(this includes the n =2, 3, ... overtones) will be reinforced while all
others will be attenuated to some extent. Those wavelengths where 20
is (n+0.5)4 will be 180° out of phase and completely attenuated.

The Fourier transform allows the mathematical conversion between
the time domain and the frequency domain of a spectrum. The names
for these domains refer to the x-axis of their conventional graphical
representations. Figure 5.21 illustrates how these are important in
terms of conventional spectra. Importantly, the time and the frequency
domains contain exactly the same information.

For the two waves represented in Fig. 5.21 the power at any time ¢ is

P(t) = ka cos(2nvat) + kp cos(2nvpt) (5.24)

or the algebraic sum of A and B as shown in C of Fig. 5.21.
Frequencies in the infrared region are between 10'® and 10'*Hz, they
are approximately three orders of magnitude greater in the ultraviolet
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Fig. 5.20. (Top) Schematic diagram of a Michaelson interferometer. Retarda-
tion determines difference in optical path between fixed mirror and moving
mirror. When retardation, J, is 1/2 light with a wavelength equal to / will be
reinforced. (Bottom) Interference pattern from the Michaelson interferom-
eter. Major peak where 6 = 0 is where all wavelengths are reinforced.

and visible regions. There are no detectors available that are fast enough
to measure waves at this frequency. Signals that vary in the range of
100-10,000 Hz can be accurately measured with modern electronics. The
Michaelson interferometer not only produces an interferogram, but the
interferogram has a fundamental frequency that can approximately be a
factor of 10'° lower because of a process called modulation. Modulation is
the process of changing a high frequency to a lower one or a low fre-
quency to a higher one, which was developed along with the broadcast
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Fig. 5.21. (A) shows a conventional cosine wave of 500 Hz and (B) a cosine wave
of 333 Hz, (C) the algebraic sum of (A) and (B), (D) represents the cosine wave
in (A) in the frequency domain, (D) the representation of (C) in the frequency
domain.

industry to propagate voice and video information at television and radio
frequencies. In FT-IR the signal is modulated by the interferometer to a
measurable frequency. In order to avoid aliasing, it is necessary to sam-
ple an alternating current signal at frequency that is greater than twice
the frequency of the signal.

To understand the process, consider the instrument itself. The mirror
moves at a constant velocity vy, and the time it takes for the mirror to
move A/2 is 7 then vyt = 1/2 of mirror movement or / in total difference
traveled by the two light beams. Therefore, t is the time for one wave-
length or 1/t the frequency of the light striking the detector. From this

1 vy(ems™)

_ g1
© = Aem)2z ~ 2vy(ecm s™)v(em ) (5.25)

fsh =

If the velocity of the mirror is 0.1cm s~! and the wavelength is 8.0 um (the
center of the IR region) the frequency of the modulated IR radiation is

2(0.1 cm s 1)

———=250s"" (5.26)
(8.0 x 107" cm)

Frequency =
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A similar calculation in the visible region at 400 nm results in a modulated
frequency of 125,000s ! that is difficult to measure.

Resolution is the ability to distinguish two closely spaced spectral
peaks. If the infrared resolution is

AV =7V9 — V1 (5.27)

Equation 5.24 will be at a maximum, at zero retardation and reach its
maximum again when the waves are in phase when vat—vgt is unity or

1=96vy — oy (5.28)
From this

1
AV:E—W:E (5.29)

so that the resolution is approximately equal to the reciprocal of the
total retardation. The retardation, ¢, is equal to twice the total mirror
movement. If the mirror moves a total of 1.0 cm the 6 = 2.0 cm and the

resolution will be 0.5cm ™.

5.5 STATISTICS FOR SPECTROSCOPY
5.5.1 Signal averaging

As known from statistics the standard deviation is

A_—2
s:\/zz(\’;‘% (5.30)

And the uncertainty or confidence limit will be

ts
VN

where u is the true mean and is the measured mean. As the number of
measurements, N, increases, the uncertainty about the value of the
mean will decrease with the square root of N. Similarly, the signal-to-
noise ratio will increase as the number of measurements increases be-
cause the signal is additive with the number of measurements and the
noise increases as the square root of N.

Signal _ (Signal\ / N
Noise (Noise) (JN) (5.32)

u—x=

(56.31)
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Fig. 5.22. Illustration of the increase in signal to noise ratio when repetitive
scans are added. Bottom trace represents a S/N ratio of 1.0. Successive traces
represent summation of 4, 16, 50, 100, 1600 and 10,000 repetitive scans.

For a spectrum the same principles occur. Repetitive spectra that are
added to each other show the signal emerging from the noise as shown
in Fig. 5.22.

5.5.2 Statistics for a calibration curve

Calibration curves are plots of concentration (x;) versus some response
of the instrument (y;). Concentration values are assumed to be the most
precise and all of the error is associated with the response measure-
ment. With those definitions, we write the equation for the least-
squares line as y = mx + b and, omitting the derivation, find that

o) — %Yy
nY (@) - (Cx)’
b— n Yo (aF) Yy — D xy o
Y (xF) - (L)

Solving the two equations above is easiest using a spreadsheet starting
with one column of x; values and another with y; values. Another column

(5.33)

(5.34)
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can be constructed to obtain x;y; values and two more columns to obtain
the squares of the x; and y; values. Finally, each of these columns can be
summed. The appropriate values can be used to determine the slope m
and the intercept b. Once m and b have been calculated another column
can be added to the spreadsheet to determine the vertical deviation, d;,
of each y; value from the least-squares line and the square of the
deviation d?

di = (y; —y) =y; — (mx; +b) (5.35)

The standard deviation of the y values is calculated as

2
24 (5.36)
n—2

Sy =

From this the standard deviations of the slope, s,,, and intercept, s}, are

2
Sm = U (5.37)
n3(x7) — (Cxi)

sy >4

nY(x?) - (D)

Sp = (538)

Preparation of a calibration curve has been described. From the fit of the
least-squares line we can estimate the uncertainty of the results. Using
similar equations we can determine the standard deviation of the cal-
ibration line (similar to the standard deviation of a group of replicate
analyses) as

R (%) - (Cy)" —m? (n X 2) - (Lx)?)

Sline = n(n — 2)

2
Si; 1 1 n<§sample —%al)
;:Lle M+E+m2<n2(xl2) B (sz)z)

Ssample =
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The standard deviation for an analytical result will be

2
S line 1 1 n (y sample — Y cal>

M n + m2 (n Z(x?) _ (le)z)

S sample —

where M replicates analysis of the sample that have a mean of ¥, and
Y.a1 18 the mean of the n samples used to construct the calibration curve.

5.5.3 Signal-to-noise ratio

The signal-to-noise ratio is an important parameter that allows us to
evaluate the quality of an instrument and spectra. The determination
of the signal-to-noise ratio requires a measurement of some quantity of
the signal and a measurement of the noise. Measurement of the signal
is generally a straightforward difference between a reagent blank and
the sample or spectral baseline and peak amplitude. Noise is more
difficult. Many instruments appear to have little or no noise. Experi-
ments must be made to expand the scale sufficiently to observe the
random fluctuations called noise. Once noise can be observed, its best
measure is the root mean square of the noise (rms noise). The term
rms means that we have taken the square root of the mean of the
squares of a representative number of measurements of the noise. This
is not an easy task. Assuming the noise is a sine wave we can estimate

Nyms = 0.707 (N ;p> (5.39)

We can measure the peak-to-peak noise, N,,_,, rather easily and cal-
culate the equivalent in rms noise.

5.5.4 Limit of detection

Detection limit is the minimum amount of signal that can be observed
with some certainty that there is a signal at all. This requires that the
signal be at least three times the rms noise of the experiment.

5.5.5 Limit of quantitation

It is recognized that the detection limit is at the extreme of the in-
strument’s capabilities. As such it is very difficult to quantify a signal
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that is on the verge of non-existence. For quantitative measurements,
most analysts take a value that is 10-20 times as large as the limit of
detection as the lower limit for quantitation. If an instrument can de-
tect 15 ppb of a herbicide, the lowest level, it could be used to quantitate
that same herbicide is approximately 0.15 ppm.

5.5.6 Sensitivity

The sensitivity of a method is a measure of its ability to distinguish one
concentration from another. If a particular instrument could be used
to determine the concentration of a heavy metal such as lead and could
reliably distinguish a 25 ppb solution from a 30 ppb solution, it would
be more sensitive than an instrument that could barely tell the differ-
ence between a 25 ppb solution and a 50 ppb solution. The best quan-
titative measure of the sensitivity of an instrument and/or an
analytical method is to determine the slope of the calibration curve.
The greater the slope, the more sensitive the instrument and/or
method.

REVIEW QUESTIONS

1. Determine the energy in kd mol~! for electromagnetic radiation
with the following wavelengths:

a. 225nm
b. 3650nm
c. 450mm
d. 750nm
e. 15pum

2. Determine the energy in kJmol ™! for electromagnetic radiation
with the following wavelengths:

a. 180nm
b. 6.0um

c. 12.0um
d. 645nm
e. 300nm

3. Compare the results in problem(s) 1 and/or 2 to the average bond
energies for C-C, C=C, C-H and C-Cl bonds. Which can be con-
sidered ionizing radiation?
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Based on minimizing the photometric error, what range of ab-
sorbances is optimal for absorbance spectroscopy? What is the
relative dynamic range of absorbance measurements?

Optimal results will be obtained for what range of concentrations
if the molar absorptivity (1 mol~!cm) of the analyte is (assume a
1.0 cm optical path length)

a. 150

b. 1.2x10°
c. 655

d. 1025

e. 25

Optimal results will be obtained for what range of concentrations
if the molar absorptivity (Imol~!cm) of the analyte is: (assume a
1.0 mm optical path length)

a. 6.2x10*
b. 15

c. 575

d. 2500

e. 125

The figure below represents the noise of a spectrometer detector.
Estimate the peak-to-peak noise, and the rms noise of this detec-
tor. If an analyte produces a signal of 6.3 pA, will it be above or
below the limit of detection?

Noise measurement

Signal (pA)
N
W

CUAMANA A AN DA AAARA AL A AN
, ANATAVIYA \YARVS I AVATAM A TAYAA

250 300 350
Wavelength(nm)

The figure below illustrates the visible absorbance spectrum of
substance A, what is the appropriate analytical wavelength for
determining the concentration of A?
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bsorb

550 220 250 280 310 340 370 400 430 460 490 520
wavelength (nanometers)

9. The figure below illustrates the visible absorbance spectrum of
substance B, what is the appropriate analytical wavelength for
determining the concentration of B?

bsorb

300 350 400 450

wavelength (nanometers)

10. A mixture of two substances A and B, shows absorbance peaks at
465 and 720 nm, respectively. The slope of a calibration plot for
substance A is 18,350 at 465 nm and 884 at 720 nm. For substance
B the slope at 465 nm is 1024 and at 720 nm it is 12,240. What is
the concentration of A and B in a sample that has an absorbance
of 0.566 at 465 nm and an absorbance of 0.728 at 720 nm?

11. A mixture of two substances X and Y, show absorbance peaks at
365 and 620 nm, respectively. The slope of a calibration plot for
substance X is 14,350 at 365 nm and 804 at 620 nm. For substance
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Y the slope at 365 nm is 1154 and at 620 nm it is 17,240. What is
the concentration of X and Y in a sample that has an absorbance
of 0.566 at 365 nm and an absorbance of 0.628 at 720 nm?

A 5.00ml sample containing iron is mixed with hydroxylamine
hydrochloride to reduce the iron (III) to iron (II). The solution is
then mixed with an excess of phenanthroline and the absorbance
is measured and found to be 0.448. A second 5.00 ml solution of
the same unknown is mixed with 1.00 ml of 2.0 x 10~*M Fe?* and
is then treated the same way as the original sample. The absorb-
ance is found to be 0.525. What is the concentration of the iron in
the sample?

A 10.0ml solution containing proteins is reacted with biuret solu-
tion and the absorbance is measured as 0.356. Another 10.0 ml
sample of the same protein solution is mixed with 5.0ml of a
protein solution known to contain 1.6ugml™' of protein. The
mixture is reacted in the same way as the original unknown and
the absorbance is found to be 0.562. What is the concentration of
the protein in the sample?

Use a spreadsheet such as EXCEL to obtain a graph of absorbance
versus concentration for the following data.

Sample Absorbance Concentration (moll™?)
blank 0.00 0.00

1 0.238 0.000200

2 0.455 0.000400

3 0.665 0.000600

4 0.878 0.000800

Also determine the slope and intercept of the least-squares line
for this set of data. Determine the concentration and standard
deviation of an analyte that has an absorbance of 0.335.

Use a spreadsheet such as EXCEL to obtain a graph of absorbance
versus concentration for the following data.

Sample Absorbance Concentration (moll™1)
blank 0.00 0.00

1 0.165 0.000200

2 0.321 0.000400

3 0.505 0.000600

4 0.687 0.000800
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Also determine the slope and intercept of the least-squares line
for this set of data. Determine the concentration and standard
deviation of an analyte that has an absorbance of 0.335.

What wavelength will be observed at a detector that is placed at
23.5° when the light source strikes the reflection grating at an
angle of 45.3° and the grating has 1250 lines per mm. Assume that
the order of diffraction is first order. What is the second order
wavelength observed?

What wavelength will be observed at a detector that is placed at
43.5° when the light source strikes the reflection grating at an
angle of 38.3° and the grating has 3250 lines per mm. Assume that
the order of diffraction is first order. What is the third order
wavelength observed?

What is the useful wavelength range for a grating with 10,000
lines per mm and a blaze angle of 41.6°? What spectral region is
this?

What is the useful wavelength range of a grating with 1560
lines per mM that has 2500 lines per mm. What spectral region is
this?

How many lines per mm will be needed for a grating that will be
able to resolve spectral lines that are 10 nm apart?

How many lines per mm are needed to have a resolution of
2.0cm ™! in the infrared?

What is the distance that a mirror in a Michaelson interfero-
meter must move to have a resolution of 1.0cm™' in the
infrared?

What distance must a mirror move in order to have a resolution of
1.0nm in the visible region of the spectrum?

Fill in the blank spaces in the following table, where needed units
are given.

A e b c T
1 0.450 1.00 cm 3.2x107*M
2 0.223 2840 dm 7.8 x107°M
3 12,100 10.0 cm 42x10°°M
4 546 0.25cm 34.2%
5 0.665 1.00mm 7.6x10°M

Fill in the blank spaces in the following table, where needed units
are given.
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A a b c T
1 0.650 1.00 cm 7.7 x 10~ *ppm
2 2,736lg lcm 1.00cm  ppb 22.3%
3 0.239 1.0mM 0.00634 wt%
4 471g'em  10.0cm  ppm 0.652
5 0.849 7,845lg 'cm mm 2.35ppb

Six 25 ml volumetric flasks are filled with 10 ml of the analyte and
then 1, 2, 3, 4, 5 and 6ml of a standard solution containing
6.5 x 10 3mol1~! of the same analyte. 5.00 ml of color-developing
reagent is added to each flask and enough distilled water is added
to bring each flask to exactly 25.0 ml. The absorbances of the five
solutions were 0.236, 0.339, 0.425, 0.548, 0.630 and 0.745, respec-
tively. Use a spreadsheet to obtain a graph of the data and ex-
trapolate the data to obtain the information needed to determine
the initial concentration of the analyte. From the data, estimate
the uncertainty of the result.
It is observed that the infrared spectrum obtained with a contin-
uous wave infrared spectrometer has increasing resolution as the
scan speed is decreased. Explain this observation.
Explain how changing the solvent polarity can be used in certain
circumstances to determine the nature of the transition causing
an observed absorbance.
Explain what types of quantized absorbances are expected in the
ultraviolet, visible and infrared spectral regions.
Give plausible reasons why Fourier transform techniques are
used for the infrared region but not the visible and ultraviolet
spectral regions.
If the C=0 stretch is found at 1856cm™' what wavenumber
would we expect the same stretch to occur at if the oxygen atom
was the 0 isotope?
The nitrile stretch frequency is 2354 cm™'. What is the wave-
number of the same stretch if the nitrogen isotope has a mass of
16 rather than 14?
The optical path length of an infrared cell can be determined
using the method shown in the text. Determine the optical path
lengths for the following sodium chloride cells.
a. Fifteen interference fringes are observed between 11 and 6 um.
b. Twenty-two interference fringes are observed between
2500 cm ™" and 1000 cm .
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c. Twenty-six interference fringes are observed between 14.6

and 8.2 pm.
d. Sixteen interference fringes are observed between 2085 and

855cm "
34. Provide plausible reasons why interference fringes are not ob-
served for the typical 1.0 cm quartz cuvette used in the ultraviolet

region.
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Chapter 6

Near-infrared spectroscopy

Emil W. Ciurczak

6.1 INTRODUCTION

The near-infrared portion of the electromagnetic spectrum is located
between the visible and mid-range infrared (MIR) sections, roughly
750-2500 nm or 13,333-4000 cm ! (see Fig. 6.1). It consists (mainly) of
overtones and combinations of the bands found in the mid-range infra-
red region (4000-200 cm™1). The region was discovered by Sir William
Herschel in 1800 [1]. Sir William was attempting to discover the color
of light that carried the heat of sunlight. He used a glass prism to split
the colors from white light and arranged a series of thermometers,
wrapped in dark cloth, such that they would each be exposed to a
different colored light.

Not much happened in the visible region, but as he allowed the
thermometer to be located next to the red band, he noticed a dramatic
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Fig. 6.1. Electromagnetic spectrum in wavelength.
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increase in temperature. He (correctly) assumed there was a type of light,
which, while invisible to the naked eye, was capable of carrying heat.
Since it was “beyond the red” portion, he named it “infrared.” The truth
be told, mid-range infrared radiation does not penetrate glass (re: your
car in summertime), so what he discovered was the near-infrared (NIR).
The significance of the discovery was that it was the first evidence of
“light” (now called electromagnetic radiation) outside the visible region.

In 1881, Abney and Festing [2], using newly developed photographic
plates, recorded the spectra of organic liquids in the 1-2u range. In-
spired by this work, W. W. Coblentz built a rock salt spectrometer with
a sensitive thermopile connected to a mirror galvanometer [3]. While it
took a day to produce a single spectrum, he managed to produce several
hundred spectra of organic compounds, publishing his results in a
series of papers in 1905. The regions of the spectrum related to groups,
such as —OH, became apparent, although, he discovered that no two
compounds had the same spectrum.

While good, commercial instruments were not generally available,
research was being performed in the near-infrared (NIR). One of the
first quantitative measurements was at Mount Wilson observatory in
1912; F. E. Fowler measured the moisture in the atmosphere [4]. Later,
in 1938, Ellis and Bath [5] measured the amount of water in gelatin.
During the early 1940s, Barchewitz [6] performed analyses of fuels, and
Barr and Harp [7] published the spectra of vegetable oils. Later in the
1940s, Harry Willis of ICI characterized polymers and used NIR to
measure the thickness of polymer films. WW II emphasized the use
of mid-range IR for synthetic rubber, pushing the instrument manu-
facturers to commercialize IR spectrometers.

In general, NIR papers did not begin in earnest until the 1970s,
when commercial instruments became easily available because of the
work of the US Department of Agriculture (USDA)[8-12]. Some of
these developments will be discussed in Section 6.3. After the success
of the USDA, food producers, chemical producers, polymer manufac-
turers, gasoline producers, etc. picked up the ball and ran with it. The
last to become involved, mainly for regulatory reasons, are the pharma-
ceutical and biochemical industries.

In number of labs, the NIR is a rapid, non-destructive test. It is used
(everywhere) for water determination. For the petroleum industry, it
is routinely used for octane and betaine values, to determine levels
of additives, and as a test for unsaturation. The polymer companies, in
addition to identification, use NIR for molecular weight, cross-linking,
iodine value (unsaturation) block copolymer ratios, and numerous
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physical attributes. Thus, it is logical that textiles are also analyzed
using NIR: sizing, coatings, heat-treatments, dyes, and blend levels
(cotton, Dacron, polyester, etc.) are all measured.

In agriculture and food, NIR has been a powerful tool for decades. All
shipments of grain leaving US ports are analyzed for moisture, fat,
protein, and starch via NIR. Processed foods are also a prime venue for
NIR: percent of fat in cheese spread, hardness of wheat, and freshness
of meats are just some of the applications in food.

In pharmaceuticals, NIR is used for, of course, moisture, polymor-
phic (drug) forms, percent crystallinity, isomer purity, tablet/capsule
assay, coating levels, evaluation of dissolution times, and numerous
process tests. It is a rapid means for the Food and Drug Administration
to check for counterfeit drugs, and for the Drug Enforcement Agency to
ascertain what type of materials are impounded in “‘drug raids.”

6.2 BASIC THEORY

In short, near-infrared spectra arise from the same source as mid-range
(or “normal”) infrared spectroscopy: vibrations, stretches, and rota-
tions of atoms about a chemical bond. In a classical model of the vi-
brations between two atoms, Hooke’s Law was used to provide a basis
for the math. This equation gave the lowest or base energies that arise
from a harmonic (diatomic) oscillator, namely:

v=1/2n(k/w)? (6.1)

where v is the vibrational frequency; & the classical force constant and u
reduced mass of the two atoms.

This gives a reasonable approximation of the fundamental vibra-
tional frequency of a simple diatomic molecule. Indeed, it is quite
close to the average value of a two-atom stretching frequency within a
polyatomic molecule. Since NIR is based upon the hydrogen-X bands
within a molecule, this simplified equation would lead to reduced masses
for CH, OH, and NH or 0.85, 0.89, and 0.87, respectively. It would seem,
based upon these values, that there would be no differentiation among
moieties. However, with actual electron donating and withdrawing
properties of adjacent atoms, hydrogen bonding, and van der Waal’s
forces actually changing these values, spectra certainly do exist.

Since we recognize that the allowed energy levels for molecular
vibrations are not a continuum, but have distinct values, the manner in
which we calculate them is slightly more complex.
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The energy levels are described by quantum theory and may be
found by solving the time-independent Schroedinger equation by using
the vibrational Hamiltonian for a diatomic molecule [13,14].

—h25%y(X)
2mo(X)

Solving this equation gives complicated values for the ground and ex-
cited states, as well. Using a simplified version of the equation, more
“usable” levels may be discerned (here, the ‘“‘echoes’ of Hooke’s Law
are seen)

E,=(+1/2h/2nk/wY? (=012 ...) (6.3)

Rewriting this equation, substituting the quantum term Av, the equa-
tion becomes

E,=(v+1/2hv  (v=0,1,2...) (6.4)

+ VXY (X) = Ey(X) (6.2)

Polyatomic molecules, with the many layers of vibrational levels, can be
treated, to a first approximation, as a series of diatomic, independent,
and harmonic oscillators. This general equation may be expressed as

3N—-6
E(viva,vs, ...) = 3 (i+1/2hv (vv2,v5 ...=0,1,3 ...) (65
i=1

In a case where the transition of an energy state is from 0 to 1 in any
one of the vibrational states (v{,vs,vs, ... ), the transition is considered
as fundamental and is allowed by selection rules. When a transition is
from the ground state to v, =2,3, ..., and all others are zero, it is
known as an overtone. Transitions from the ground state to a state for
which v; =1 and v; =1 simultaneously are known as combination
bands. Other combinations, suchasv; =1, v, =1, v =1, 0orv, =2, v, =
1, etc., are also possible. In the strictest form, overtones and combina-
tions are not allowed, however they do appear (weaker than funda-
mentals) due to anharmonicity or Fermi resonance.

In practice, the harmonic oscillator has limits. In the “ideal” case,
the two atoms can approach and recede with no change in the attractive
force and without any repulsive force between electron clouds. In
reality, the two atoms will dissociate when far enough apart, and will be
repulsed by van der Waal’s forces as they come closer. The net effect is
the varying attraction between the two in the bond. When using a
quantum model, the energy levels would be evenly spaced, making the
overtones forbidden.
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Fig. 6.2. Energy curve for Hooke’s law versus Quantum Model of harmonic
oscillator.

In the actual (working) model (see Fig. 6.2), the levels become closer
as the vibrational number increases. It is this ‘“anharmonicity’’ that
allows the overtones to exist. The equation describing this phenome-
non is

E, = (v+1/2hwe — (v + 1/2)%weX. + higher terms (6.6)

where w, = (1/27:)(Ke/ue)1/2 is a vibrational frequency; w.X, the anhar-
monicity constant (this is usually between 1 and 5%); K. the harmonic
force constant (K = ~5 x 10° dyn/cm for single bonds, ~10 x 10° dyn/cm
for double bonds, and ~15 x 10° dyn/cm for triple bonds); and . the
reduced mass of the two atoms.

Using these factors and a fundamental vibration at 3500 nm, the
first overtone would be

n = 3500/2 + (3500 x [0.01,0.02, ...]) (6.7)

This equation will give values from 1785 to 1925 nm. In reality, the
first overtone would likely be at 3500/2+ several nanometers, usually
to a longer wavelength. The anharmonicity gives rise to varying dis-
tances between overtones. As a consequence, two overlapping peaks
may be separated at a higher overtone.
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To make the spectrum more complicated, Combination Bands also
exist. These are simply two or more bands that are physically adjacent
or nearby on a molecule that add or subtract their energies (in the
frequency domain) to produce a new or separate band. For example, the
molecule SOy, according to the formula for allowed bands,

#bands = 3N — 6 (6.8)

should have three absorption bands, where N are the number of atoms.
Those are the symmetric stretch (at 1151 cm ™), the asymmetric stretch
(1361cm™!), and the O-S-O bend (519cm™'). These are allowed by
Group Theory. However, four other bands appear in the SO, spectrum:
606, 1871, 2305, and 2499 cm ™.

These may be explained in the following manner. One band is
explained as the anharmonic overtone of the symmetric stretch at
1151 cm ™%, occurring at 2305 cm !, with the 3cm ! difference attributed
to the anharmonic constant. The other three bands may be explained as
combination bands.

Since two bands may combine as v, — vy or v, + v, to create a new
band. Using these concepts, the band assignments for SO; may be seen

as [15],

v (cm™) Assignment
519 Ve

606 V1 — Vg

1151 Vi

1361 V3

1871 Ve + V3

2305 2n

2499 vi+vs

Any unknown (isolated) band may be deduced from first principles;
unfortunately, there is considerable overlap in the NIR region, but this
is where Chemometrics will be discussed. An idealized spectrum of
combinations and overtones is seen in Fig. 6.3.

Another potential source of peaks in the NIR is called Fermi reso-
nance. This is where an overtone or combination band interacts
strongly with a fundamental band. The math is covered in any good
theoretical spectroscopy text, but, in short, the two different-sized,
closely located peaks tend to normalize in size and move away from one
another. This leads to difficulties in ‘‘first principle’’ identification of
peaks within complex spectra.
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Fig. 6.3. Idealized NIR spectrum.
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Fig. 6.4. Spectra of water-methanol mixtures.

Figure 6.4 shows the spectra of a series of water/methanol mixtures.
In reality, NIR is used for often complex mixtures relying on chemo-
metrics in lieu of actual spectral interpretation. Thus, while based
on ‘“‘real” spectroscopic principles, NIR is seldom about spectroscopy.
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The skills needed to master NIR are physics, statistics, chemometrics,
and optics.

6.3 INSTRUMENTATION

Since NIR was developed by the USDA for food products, the first
(commercial) mode developed was diffuse reflection. The earliest work
was performed on instruments which had, in essence, NIR as an ‘“‘ex-
tra.” The UV/Vis hardware (e.g., Cary model 10) had an additional
detector and could be used through the NIR. This one fact explains why
so much literature uses nanometers for units instead of wave numbers.

Another reason for nm instead of cm ! is that mid-IR spectroscopists
use the energy (wave numbers) to do spectral interpretation. With the
massive overlapping in the NIR, coupled with hydrogen bonding, the
NIR spectra are not easily “‘interpreted,’”” so nanometers tend to remind
us of that fact.

The first NIR instruments were, in reality, developed for the UV
and Vis regions of the spectrum. They were made by seven compa-
nies: Beckman, Cary (now owned by Varian), Coleman, Perkin-Elmer,
Shimadzu, Unicam, and Zeiss. Based on the work of Karl Norris and
coworkers in the USDA, the Illinois Department of Agriculture solicited
bids from companies to produce a ‘‘pure’” NIR instrument, capable of
measuring protein, oil, and moisture in soybeans.

The first commercial unit was produced by Dickey-John. It contained
a tungsten-halogen lamp, six interference filters, and uncooled lead
sulfide (PbS) detectors, using a 0-45° geometry. That is, the light struck
the sample straight on and the light was collected at 45° to the normal.

The samples had dry matter over 85% and were ground to pass
through a 1 mm screen and then packed in a quartz-windowed cup. The
unit was demonstrated at the 1971 Illinois State Fair. After the success
of this instrument, Neotec (later Pacific Scientific, then NIR Systems,
then Perstorp, then FOSS) built a rotating (tilting) filter instrument.
Both instruments were dedicated, analog systems, neither of which was
considered ‘‘user-friendly.”

In the middle of the 1970s, Technicon Instruments had Dickey-John
produce a filter instrument for them, named the InfraAlyzer. The first,
numbered 2.5, featured dust proof optics and internal temperature
control. This improved stability and ruggedness made it practical for
consumers to operate. Technicon also introduced the gold plated inte-
grating sphere.
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Since the 1980s, numerous instruments with varied construction
have been introduced. In most spectroscopic techniques there are just a
few technologies involved. In mid-range IR, there remain a number of
grating type monochromators used, but in the whole, interferometers
rule. The so-called ‘“FT-(Fourier Transform) IRs” are the standard for
the mid-range IR. For UV and Visible, gratings (either scanning or fixed
with diode arrays) are the norm. However, with NIR, a plethora of
wavelength selections are available.

In addition to interference filters, NIR manufacturers use holo-
graphic gratings (moving and fixed), interferometers, polarization inter-
ferometers, diode arrays, acoustic-optic tunable filters, as well as some
specialty types.

While most other techniques use a limited amount of detectors (e.g.,
silica for visible, photomultipliers for UV) and MIR has a small number,
NIR uses many types of semiconductors for detectors. The original PbS
detectors are still one of the largest used in NIR, however, indium
gallium arsenide (InGaAs), indium arsenide (InAs), indium antimonide
(InSb), and lead selenide (PbSe) are among the semiconductor combi-
nations used, both cooled and ambient.

Most samples analyzed by NIR are ‘“‘as is’”’ samples, typical of agri-
culture, now food, polymers, and pharmaceuticals. Because of this a
large number of sample presentation techniques have been developed:
cups, dipping fiber optics, spinning cups, flow-through cells, paired fiber
probes, cuvettes, windows in production systems, and non-contact sys-
tems. In fact, much of the engineering goes into sample presentation.
This places a lot of the system’s success or failure on features having
little to do with spectroscopy.

The size, speed, noise levels, precision, accuracy, and cost vary among
the instruments. Higher cost does not necessarily mean better per-
formance. Unlike ‘“‘typical’’ spectroscopy, where the sample is reduced
and, often, diluted in a non-interfering matrix, samples in NIR are read
“as is”” and one size instrument does NOT fit all. The application will
determine the instrument (an idea that escapes many instrument sales-
people).

As a general statement, the one thing that all NIR spectrometers,
built in the past 25 years, have in common is that they are all single
beam. This means that periodic wavelength, noise, and linearity checks
must be made. In typical chemical or instrumental analyses (i.e. titra-
tions or HPLC), a standard is run in parallel with an unknown and the
result calculated from the response of the two. This is defined as an
analysis or assay.
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In NIR, a series of samples are scanned and then analyzed by a
referee method. An equation is generated and used for future un-
knowns. This equation is used after the instrument is checked for com-
pliance with initial performance criteria (at the time of the equation
calibration). No standard is available for process or ‘“‘natural’ samples.
The value(s) is gleaned from chemometric principles. This is defined as a
prediction.

Thus, while a well-maintained instrument is important for any
chemical/physical measurement, in NIR, without a concurrent stand-
ard for comparison, it is critical that the instrument be continuously
calibrated and maintained. Since the major manufacturers of equip-
ment have worked with the pharmaceutical industry, this has been
formalized into what is called IQ/OQ/PQ, or Instrument Qualification,
Operational Qualification, and Performance Qualification. The first is
routinely performed (at first) by the manufacturer in the lab/process
location, the second in situ by the user with help from the manufac-
turer, and the third is product/use dependent. These formal tests apply
to all instruments in any industry.

6.4 MATH TREATMENTS

Since most quantitative applications are on mixtures of materials,
complex mathematical treatments have been developed. The most
common programs are Multiple Linear Regression (MLR), Partial Least
Squares (PLS), and Principal Component Analyses (PCA). While these
are described in detail in another chapter, they will be described briefly
here.

MLR is based on classical least squares regression. Since ‘‘known’
samples of things like wheat cannot be prepared, some changes, de-
manded by statistics, must be made. In a Beer’s law plot, common in
calibration of UV and other solution-based tests, the equation for a
straight line

Y=mX+5b (6.9)

represents the line where Y is the absorbance generated by the cor-
responding concentration, X. Since we are considering a ‘‘true’’ Beer’s
law plot, zero concentration has zero absorbance, so that the “6” or
intercept is always zero. In this case, the better known or least error-
prone values, by convention, plotted along the X-axis, are the concen-
trations of materials. This is simply because a balance and volumetric
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glassware are used to make the solutions and, in this case, the absorb-
ance is less accurate and is plotted on the Y-axis.

In most NIR measurements, the sample is not a simple solution, but
either a complex solution or a complex solid. In this case, the material
(or property) being assessed is measured by a referee method, not
weighed into a flask from a balance. As a consequence, the more reliable
(accurate) measurement is the absorbance. Thus, the ‘“Inverse Beer’s
Law” equation becomes

A = ¢be (6.10)

where A is the absorbance measured at a specific wavelength; & the
molar absorptivity (at that wavelength in Lmol 'em™); & the path
length (in cm); ¢ the concentration (in mol L™1); and but is now written
as

C=bA+bg (6.11)

where A is the absorbance measured at a specific wavelength; C the
concentration; b; the constant that incorporates £ and b; and b, the
intercept of the calibration line.

Since there are few clear absorbance peaks in a complex mixture,
because of the overlap several wavelengths are often needed to generate
a linear, descriptive equation. The equation then takes on the form of

C=0b1A1 +bA5+ -+ +b,A, + by (6.12)
where C is the concentration; b4, ..., b,, are constants for wavelengths 1
through n; and A4, ..., A,, are absorbance at wavelengths 1 through n.

If an MLR equation needs more than five wavelengths, it is often
better to apply one of the other multivariate algorithms mentioned
above. Since the information which an analyst seeks is spread through-
out the sample, methods such as PLS and PCA use much or all of the
NIR spectra to determine the information sought.

One example of MLR is seen in Figs. 6.5 and 6.6. Figure 6.5 shows
the second derivative spectra of various combinations of two polymor-
phic forms of a crystalline drug substance. Since the chemistry is iden-
tical, only hydrogen bonding differences affect the spectra. The
wavelength where the calibration is made is highlighted. The result-
ing calibration curve (two wavelength MLR equation) is seen in Fig. 6.6.

The differences of consequence will be highlighted here. Both show
the variances within a set of spectra and attempt to define it. How they
are developed and applied is slightly different, however.
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Fig. 6.6. Calibration curve for polymorph determination.

PCA is based only on the variances among spectra. No content in-
formation is used to generate the preliminary factors. In a series of
mixtures of water and methanol (shown in Fig. 6.3), for instance, the
first Principal Component (see Fig. 6.7) shows the positive and negative
“lobes” representing the shifting of water in a positive direction and
methanol in a negative direction. This is based solely on the change in
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Fig. 6.7. First principal component of water-methanol mixture in Fig. 6.4.

spectra; no assay values have been given. Since the introduction of PLS,
PCA has been used almost entirely in qualitative analyses, where
numbers may not be available or relevant (which is the “better’’ lactose
for production use?). In a purely qualitative use, PCA is used to show
both differences and similarities among groups of materials. Figure 6.8
shows two groups of sample tablets, “clustered” purely on physical
differences.

More definitive information may also be gleaned from PCA. In
Fig. 6.9, three principal component scores are graphed to show how the
amount of roasting in coffee beans may be ascertained.

In PLS, the variance is generated using the quantities generated
by the referee analytical method. Therefore, the factors in a PLS
analysis (especially the first) resemble the spectrum of the active in-
gredient (assuming a quantitative analysis of a constituent). When
measuring a physical attribute (hardness, polymorphic form, elasticity),
the PLS factor may not resemble any of the materials present in the
mixture.

The first PLS factor represents the manner in which the spectra
change with respect to the analytical values attached. That is (for
normal spectra, not derivatives) as the correlation between change in
absorbance and constituent value is greatest, there is a large “peak’ or
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Fig. 6.9. Three-dimensional representation of PC scores for roasted coffee
beans, roasted for varying amounts of time.

upswing in the factor (in the positive direction). A negative correlation
brings about a negative swing. [This factor may even be used to uncover
wavelengths for MLR equations.] Since this relationship exists, PLS is
primarily a quantitative algorithm.
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6.5 APPLICATIONS

The largest bodies of references for NIR applications are in the fields of
agriculture and food. Following closely behind are chemicals, petro-
chemicals, and polymers. Only recently has the pharmaceutical indus-
try recognized the potential of NIR. Because of its ability to make rapid,
non-destructive, and non-invasive measurements, NIR is widely used in
process analyses.

In agricultural applications, the most commonly analyzed constitu-
ents are water, protein, starch, sugars, and fiber [16-20]. Such physical
or chemical functions such as hardness of wheat, minerals, and food
values have no actual relation to chemicals seen in the NIR. These are
usually done by inferential spectroscopy. That is, the effect of minerals
or the relationship of the spectra to in vitro reactions is used in lieu of
chemical analyses to NIR active constituents. Considering that all
shipments of grain from the US since the 1980s have been cleared by
NIR, it can be argued that this is a critical application of the technique.

The same functions used in agriculture can be applied to processed
foods. In baked goods, wheat gluten, various additives, starch damage,
and water absorption are just some of the parameters measured
[21-24]. Dairy products are also important and often analyzed by NIR.
Moisture, fat, protein, lactose, lactic acid, and ash are common analytes
in the dairy industry [25-28].

Other food/agricultural applications are in the beverage and fabrics/
wool industries. Wood fibers are easily analyzed for lignin, wool and
cotton for ability to accept dyes, and beverages, both soft and hard, may
be analyzed for contents.

Polymers may be analyzed from the synthesis stage (reaction mon-
itoring) through blending and actual fabrication of plastic end products
[29-35]. The molecular weight, degree of polymerization and cross-
linking, hydroxyl values, acid number, and saponification values are
just some of the values monitored (non-destructively, in real time).
A major polymer company in Delaware is said to have as many as 1200
units throughout its plants.

The most recent converts are in the health care industry. Pharma-
ceutical and biological applications have become myriad since the early
1980s. The first widespread application was for the identification/
qualification of incoming raw materials. Since then, applications have
appeared for moisture (bound and free), blend uniformity of powders,
tablet and capsule assays, counterfeiting, polymorphism, degree of
crystallinity, hardness (of tablets), dissolution prediction, isomerism, as
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well as synthesis monitoring [36-44]. Figure 6.10 shows the overlay of
several components of a tablet mixture. The regions of interest are
easily discerned for analysis.

In the process setting, NIR is fast enough to capture information at
amazing speeds. Figure. 6.11 shows the spectra of tablets, generated as
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Fig. 6.12. Spectra from a granulation drying process. The bound and free
water are seen at ~1420 and ~1440 nm, respectively.
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Fig. 6.13. Comparison of rates of sampling for a bioprocess (fermentation); the
ability of NIR to measure in real time is compared with discrete sampling
techniques.
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they pass through the beam at conveyor-belt speeds. Medical and bio-
logical applications include skin and tissue monitoring, blood analysis,
and fermentation of biologics [45-50]. Figure 6.12 shows the advantage
of NIR in rapid sampling and analysis of glycerol in a fermentation
process. The sampling rate for a bioprocess may be greatly increased
with a NIR probe, as seen in Fig. 6.13, where manual and instrumental
rates are compared.

Some of the more esoteric applications include currency counter-
feiting, determining the quality of bowling alley floors, and watching
crops ripen on the vine. In essence, any materials containing hydrogen
are candidates for NIR analyses. It is fast, sensitive, rugged, accurate,
and non-destructive. It may be used in contact or from a distance,
making it one of the more versatile analytical applications today.
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REVIEW QUESTIONS

When and how was near-infrared discovered?

What are some of the unique features of NIR?

What is the basis of absorption of light in the NIR region?

How many types of NIR instruments are in use today?

Why are Chemometrics necessary for most NIR measurements?

Why would NIR be more affected by hydrogen bonding than mid-

range infrared?

7. Name three industrial applications where NIR would have an
advantage over ‘‘classical’’ analyses.

8. Why would you guess that NIR instruments are so varied when

compared with other spectroscopic methods?

o OUk o=
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Chapter 7

X-ray diffraction and x-ray
fluorescence

Harry G. Brittain

7.1 X-RAY DIFFRACTION
7.1.1 Introduction

All properly designed investigations on the solid-state properties of
pharmaceutical compounds begin with the understanding of the struc-
tural aspects involved. There is no doubt that the primary tool for the
study of solid-state crystallography is x-ray diffraction. To properly
comprehend the power of this technique, it is first necessary to examine
the processes associated with the ability of a crystalline solid to act as a
diffraction grating for the electromagnetic radiation of appropriate
wavelength. Thereafter, we will separately discuss the practice of x-ray
diffraction as applied to the characterization of single crystals and to
the study of powdered crystalline solids.

7.1.1.1 Historical background

X-ray crystallography has its origins in the studies performed to dis-
cover the nature of the radiation emitted by cathode ray tubes, known
at the time as ‘“Roentgen rays’ or ‘‘x-radiation.” At the end of the 19th
century, it was not clear whether these rays were corpuscular or elec-
tromagnetic in nature. Since it was known that they moved in straight
lines, casted sharp shadows, were capable of crossing a vacuum, acted
on a photographic plate, excited substances to fluoresce, and could ion-
ize gases, it appeared that they had the characteristics of light. But at
the same time, the mirrors, prisms, and lenses that operated on ordi-
nary light had no effect on these rays, they could not be diffracted by
ordinary gratings, and neither birefringence nor polarization could be
induced in such beams by passage through biaxial crystals. These latter
effects suggested the existence of a corpuscular nature.
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The nature of the x-radiation ultimately became understood through
studies of their diffraction, although the experimental techniques dif-
fered from those of the classical diffraction studies. The existence of
optical diffraction effects had been known since the 17th century, when
it was shown that shadows of objects are larger than they ought to be if
light traveled past the bodies in straight lines undetected by the bodies
themselves. During the 19th century, the complete theory of the dif-
fraction grating was worked out, where it was established that in order
to produce diffraction spectra from an ordinary grating, the spacings of
the lines on the grating had to be of the same size magnitude as the
wavelength of the incident light. Laue argued that if x-rays consisted of
electromagnetic radiation having a very short wavelength, it should be
possible to diffract the rays once a grating having sufficiently small
spacings could be found.

The theory of crystals developed by Bravais [1] suggested that the
atoms in a solid were in a regular array, and the estimates of atomic
size showed that the distances between the sheets of atoms were
probably about the same as the existing estimates for the wavelengths
of the x-radiation. Laue suggested the experiment of passing an x-ray
beam ray through a thin slice of crystalline zinc blende, since this
material had an understood structure. Friedrich and Knipping tried
the experiment, and found a pattern of regularly placed diffracted
spots arranged around the central undeflected x-ray beam, thus show-
ing that the rays were diffracted in a regular manner by the atoms of
the crystal [2]. In 1913, Bragg reported the first x-ray diffraction deter-
mination of a crystal structure, deducing the structures of KCl, NaCl,
KBr, and KI [3]. Eventually, the complicated explanation advanced
by Laue to explain the phenomenon was simplified by Bragg, who
introduced the concept of “‘reflexion,” as he originally termed diffrac-
tion [4].

Bragg established that the diffraction angles were governed by the
spacings between atomic planes within a crystal. He also reported that
the intensities of diffracted rays were determined by the types of atoms
present in the solid, and their arrangement within a crystalline ma-
terial. Atoms with higher atomic numbers contain larger numbers of
electrons, and consequently scatter x-rays more strongly than atoms
characterized by lower atomic numbers. This difference in scattering
power leads to marked differences in the intensities of diffracted rays,
and such data provide information on the distribution of atoms within
the crystalline solid.
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7.1.1.2 Description of crystalline solids

Since a number of extensive discussions of crystallography are available
[6-9], it is necessary to only provide the briefest outline of the nature of
crystalline solids. An ideal crystal is constructed by an infinite regular
spatial repetition of identical structural units. For the organic mole-
cules of pharmaceutical interest, the simplest structural unit will con-
tain one or more molecules. The structure of crystals is ordinarily
explained in terms of a periodic lattice, or a three-dimensional grid of
lines connecting points in a given structure. For organic molecules, a
group of atoms is attached to a lattice point. It is important to note that
the points in a lattice may be connected in various ways to form a finite
number of different lattice structures. The crystal structure is formed
only when a fundamental unit is attached identically to each lattice
point, and extended along each crystal axis through translational rep-
etition. Whether all of the lattice planes can be identified in a particular
crystal will depend greatly upon the nature of the system, and the
intermolecular interactions among the molecules incorporated in the
structure. An example of a crystal lattice, where each repetitive unit
contains two atoms, is shown in Fig. 7.1.

The points on a lattice are defined by three fundamental translation
vectors, a, b, and ¢, such that the atomic arrangement looks the same
in every respect when viewed from any point r as it does when viewed
at point r’:

r = r+nia-+nsb +nse (7.1)

where nq, no, and ng are arbitrary integers. The lattice and translation
vectors are said to be primitive if any two points from which an iden-
tical atomic arrangement is obtained through the satisfaction of Eq.
(7.1) with a suitable choice of the n{, ny, and nj; integers. It is common
practice to define the primitive translation vectors to define the axes of
the crystal, although other non-primitive crystal axes can be used for
the sake of convenience. A lattice translation operation is defined as the
displacement within a lattice, with the vector describing the operation
being given by:

T =nija+nob +nse (7.2)

The crystal axes, a, b, and ¢, form three adjacent edges of a paral-
lelepiped. The smallest parallelepiped built upon the three unit trans-
lations is known as the unit cell. Although the unit cell is an imaginary
construct, it has an actual shape and definite volume. The crystal
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Fig. 7.1. Families of planes passing through lattice points.

structure is generated through the periodic repetition, by the three unit
translations, of matter contained within the volume of the unit cell. A
unit cell does not necessarily have a definite absolute origin or position,
but does have the definite orientation and shape defined by the trans-
lation vectors. A cell will fill all space under the action of suitable crys-
tal translation operations, and will occupy the minimum volume
permissible.

The unit cell is defined by the lengths (a, b, and ¢) of the crystal axes,
and by the angles (o, ff, and y) between these. The usual convention is
that o defines the angle between the b- and c-axes, p the angle between
the a- and c-axes, and y the angle between the a- and b-axes. There are
seven fundamental types of primitive unit cell (whose characteristics
are provided in Table 7.1), and these unit cell characteristics define the
seven crystal classes. If the size of the unit cell is known (i.e., o, f, y, a, b,
and ¢ have been determined), then the unit cell volume (V) may be used

180



iranchembook.ir/edu

X-ray diffraction and x-ray fluorescence

TABLE 7.1
The seven crystal classes, defined from their fundamental unit cells
System Relationship between cell Relationship between cell
edges angles
Cubic a=b=c a=pf=7y=90°
Tetragonal a =b#c a=pf=7y=90°
Orthorhombic a#b#c a=pB=7=90°
Monoclinic a#b#c o=7y=90°
p#90°
Triclinic a#b#c aF#f#Ar7#90°
Hexagonal a =b#c o=f=90°
y = 120°
Trigonal a=b=c o= pf=90°
7#90°

to calculate the density (p) of the crystal:

_ZM
P=Va

where M is the molecular weight of the substance in the crystal, A the
Avogadro’s number, and Z the number of molecular units in the unit
cell. When p is measured for a crystal (generally by flotation) for which
the elemental composition of the molecule involved is known, then Z
may be calculated. The value of Z is of great importance because it can
provide molecular symmetry information from a consideration of the
symmetry properties of the lattice.

The points of a lattice can be considered as lying in various sets of
parallel planes. These, of course, are not limited to lying along a single
Cartesian direction, but can instead be situated along any combination
of axis directions permitted by the structure of the lattice. Consider a
given set of parallel planes, which cuts across the a-, b-, and c-axes at
different points along each axis. If the a-axis is divided into A units, the
b-axis into k units, and c-axis into I units, then kA & [ are the Miller
indices of that set of planes, and the set of planes is identified by its
Miller indices as (h & ). If a set of planes happens to be parallel to one
axis, then its corresponding Miller index is 0. For instance, a plane that
lies completely in the ab-plane is denoted as the (001) plane, a plane
that lies completely in the ac-plane is denoted as the (010) plane, a
plane that lies completely in the bc-plane is denoted as the (10 0) plane,
and the plane that equally intersects the a-, b-, and c-axes is denoted as

(7.3)
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the (111) plane. The values of h, k, and I are independent quantities,
and are defined only by their spatial arrangements within the unit cell.

7.1.1.3 Solid-state symmetry

Crystal lattices can be depicted not only by the lattice translation de-
fined in Eq. (7.2), but also by the performance of various point sym-
metry operations. A symmetry operation is defined as an operation that
moves the system into a new configuration that is equivalent to and
indistinguishable from the original one. A symmetry element is a point,
line, or plane with respect to which a symmetry operation is performed.
The complete ensemble of symmetry operations that define the spatial
properties of a molecule or its crystal are referred to as its group. In
addition to the fundamental symmetry operations associated with mole-
cular species that define the point group of the molecule, there are
additional symmetry operations necessary to define the space group of
its crystal. These will only be briefly outlined here, but additional in-
formation on molecular symmetry [10] and solid-state symmetry [11] is
available.

Considering molecular symmetry first, the simplest operation is the
identity, which leaves the system unchanged and hence in an orien-
tation identical to that of the original. The second symmetry operation
is that of reflection through a plane, and is denoted by the symbol .
The effect of reflection is to change the sign of the coordinates per-
pendicular to the plane, while leaving unchanged the coordinates
parallel to the plane. The third symmetry operation is that of inversion
through a point, and is denoted by the symbol i. In Cartesian coor-
dinates, the effect of inversion is to change the sign of all three co-
ordinates that define a lattice point in space. The fourth type of
symmetry operation is the proper rotation, which represents the simple
rotation about an axis that passes through a lattice point. Only rota-
tions by angles of 2n (360°), 21/2 (180°), 2r/3 (120°), 2r/4 (90°), and 21/6
(60°) radians are permissible, these being denoted as one-fold (symbol
Cp), two-fold (symbol Cs), three-fold (symbol Cgz), four-fold (symbol
Cy4), and six-fold (symbol Cg) proper rotation axes. The final type of
symmetry operation is the improper rotation, which represents the
combination of a proper rotation axis followed by the performance of a
reflection operation. Once again, only improper rotations by angles of
2n (360°), 27t/2 (180°), 2nt/3 (120°), 2nt/4 (90°), and 21/6 (60°) radians are
permissible, and are denoted as one-fold (symbol S;), two-fold (symbol
S,), three-fold (symbol S3), four-fold (symbol S4), and six-fold (symbol
Se) proper rotation axes.
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There are two additional symmetry operators required in the def-
inition of space groups. These operators involve translational motion,
for now we are moving molecules into one another along three dimen-
sions. One of these is referred to as the screw axis, and the other is the
glide plane. The screw operation rotates the contents of the cell by 180°,
and then translates everything along its axis by one-half of the length of
the parallel unit cell edge. The glide operation reflects everything in a
plane, and then translates by one-half of the unit cell along one direc-
tion in the same plane.

The symmetry of a crystal is ultimately summed up in its crystallo-
graphic space group, which is the entire set of symmetry operations that
define the periodic structure of the crystal. Bravais showed that when
the full range of lattice symmetry operations was taken into account, one
could define a maximum of 230 distinct varieties of crystal symmetry, or
space groups. The space groups are further classified as being either
symmorphic or non-symmorphic. A symmorphic space group is the one
that is entirely specified by symmetry operations acting at a common
point, and which do not involve one of the glide or screw translations.
The symmorphic space groups are obtained by combining the 32 point
groups with the 14 Bravais lattices, yielding a total of 73 space groups
out of the total of 230. The non-symmorphic space groups are specified
by at least one operation that involves a non-primitive translation, and
one finds that there are a total of 157 non-symmorphic space groups.

7.1.1.4 Diffraction of electromagnetic radiation by crystalline solids
Laue explained the reflection of x-rays by crystals using a model where
every atom of the crystal bathed in the beam of x-rays represents a
secondary radiating source in which the wavelength and phase remain
unchanged. Then, for a three-dimensional regular array, these second-
ary waves interfere with one another in such a way that, except for
certain calculable directions, destructive interference occurs. In the
special directions, however, there is constructive interference and
strong scattered x-ray beams can be observed.

Bragg provided a much simpler treatment of the scattering phe-
nomenon. He assumed that the atoms of a crystal are regularly ar-
ranged in space, and that they can be regarded as lying in parallel
sheets separated by a definite and defined distance. Then he showed
that scattering centers arranged in a plane act like a mirror to x-rays
incident on them, so that constructive interference would occur for the
direction of specular reflection. As can be envisioned from Fig. 7.1, an
infinite number of sets of parallel planes can be passed through the
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points of a space lattice. If we now consider one set of planes, defined by
a Miller index of (A k I), each plane of this set produces a specular
reflectance of the incident beam. If the incident x-rays are monochro-
matic (having a wavelength equal to 1), then for an arbitrary glancing
angle of 0, the reflections from successive planes are out of phase with
one another. This yields destructive interference in the scattered
beams. However, by varying 6, a set of values for 0 can be found so that
the path difference between x-rays reflected by successive planes will be
an integral number (n) of wavelengths, and then constructive inter-
ference will occur.

Bragg’s model is illustrated in Fig. 7.2, where the horizontal lines
represent successive planes of the set. The spacing of these planes (de-
noted as d) is the perpendicular distance between them. The path dif-
ference is {(BC)+(CD)}, and for constructive interference this path
length must equal (nl). But since {(BC)+(CD)} must be equal to
(2d sin ), one deduces an expression universally known as Bragg’s law:

2d sin 0 = n/ (7.4)

Unlike the case of diffraction of light by a ruled grating, the diffrac-
tion of x-rays by a crystalline solid leads to the observation that con-
structive interference (i.e., reflection) occurs only at the critical Bragg
angles. When reflection does occur, it is stated that the plane in ques-
tion is reflecting in the nth order, or that one observes nth order dif-
fraction for that particular crystal plane. Therefore, one will observe an
x-ray scattering response for every plane defined by a unique Miller
index of (h & ).

Fig. 7.2. Diffraction of electromagnetic radiation by planes of atoms in a crys-
talline solid.
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Consider a crystal characterized by some unit cell that contains Z
atoms per unit cell. Taking each of the Z atoms in succession as the
origin of a lattice, one can envision the crystal as composed of Z iden-
tical interpenetrating lattices, with their displacements relative to each
other being decided by the distribution of the Z atoms within the unit
cell. All these lattices will be characterized by identical Bragg angles,
but the reflections from the Z-independent lattices will interfere with
one another. This interference will determine the intensity of the re-
flection for that plane, but the Bragg angle will be independent of the
atomic distribution within the cell, and will depend only on the details
of the external cell geometry.

The analysis of x-ray diffraction data is divided into three parts. The
first of these is the geometrical analysis, where one measures the exact
spatial distribution of x-ray reflections and uses these to compute the
size and shape of a unit cell. The second phase entails a study of the
intensities of the various reflections, using this information to deter-
mine the atomic distribution within the unit cell. Finally, one looks at
the x-ray diagram to deduce qualitative information about the quality
of the crystal or the degree of order within the solid. This latter analysis
may permit the adoption of certain assumptions that may aid in the
solving of the crystalline structure.

7.1.2 Single-crystal x-ray diffraction

The analysis of x-ray diffraction data consists of two main aspects. The
first of these is a geometrical analysis, where the size and shape of a
unit cell is computed from the exact spatial distribution of x-ray re-
flections. The second examination yields the atomic distribution within
the unit cell from a study of the intensities of the various reflections.
Throughout the process, one uses the x-ray diagram in order to deduce
qualitative information about the quality of the crystal or the degree of
order within the solid. Readers interested in learning more details of
the process should consult any one of a number of standard texts for
additional information [6-8,12-15].

At the end of the process, one obtains a large amount of information
regarding the solid-state structure of a compound. Its three-dimen-
sional structure and molecular conformation become known, as do the
patterns of molecular packings that enable the assembly of the crystal.
In addition, one obtains complete summaries of bond angles and bond
lengths for the molecules in the crystal as well as detailed atomic co-
ordinates for all of the atoms present in the solid. One generally finds
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crystallography papers divided as being either inorganic [16] or organic
[17] in focus, but the studies of the crystallography of organic com-
pounds are of most interest to the pharmaceutical community. After all,
drugs are merely organic compounds that have a pharmacological
function.

From the analysis of the x-ray diffraction of a single crystal, one
obtains information on the three-dimensional conformation of the
compound, a complete summary of the bond angles and bond lengths of
the compound in question, and detailed information regarding how the
molecules assemble to yield the complete crystal.

7.1.2.1 Case study: theophylline anhydrate and monohydrate

The type of structural information that can be obtained from the study
of the x-ray diffraction of single crystals will be illustrated through an
exposition of studies conducted on the anhydrate and hydrate phases of
theophylline (3,7-dihydro-1,3-dimethyl-1H-purine-2,6-dione). The unit
cell parameters defining the two phases are listed in Table 7.2, while
the structure of this compound and a suitable atomic numbering sys-
tem is located in Fig. 7.3.

As discussed above, one obtains a large amount of structural infor-
mation upon completion of the data analysis, which will be illustrated
using the example of theophylline monohydrate [20]. Table 7.3 contains
a summary of intramolecular distances involving the non-hydrogen
atoms in the structure, while Table 7.4 shows the intramolecular

TABLE 7.2

Crystallographic parameters defining the unit cells of theophylline anhydrate
and theophylline monohydrate phase

Anhydrate [18]

Monohydrate [19]

Crystal class Orthorhombic Monoclinic
Space group Pna2, i P2,/n )
Unit cell lengths a=24612A a=4468A
b =3.8302A b=15.355A
c=285010A c=13.121A
Unit cell angles o= 90° o =90°
p=90° = 97.792°
y =90° p =90°
Molecules in unit cell 4 i 4 i
Cell volume 801.38 A° 891.9A°
Density 1.493 g/lem? 1.476 g/ml
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HI2A Hi2C

H8

HI10A
H10B
013 H10C
Fig. 7.3. Molecular structure and suitable atomic numbering system for the-
ophylline.
TABLE 7.3

Intramolecular distances in theophylline monohydrate involving non-
hydrogen atoms [20]

Atom(1) Atom(2) Distance (A)?
0., Cs 1.219 (8)
O1s Ce 1.233 (8)
N, Cy 1.420 (9)
N, Ce 1.399 (8)
N, C1o 1.486 (8)
N; Cs 1.379 (8)
N; C, 1.375 (8)
Ns Cys 1.469 (8)
N, Cs 1.407 (8)
N, Cs 1.331 (9)
Ny Cs 1.365 (8)
N, Cs 1.345 (9)
C, Cs 1.350 (9)
Cs Ce 1.421 (9)

2The estimated error in the last digit is given in parentheses.
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TABLE 74

Intramolecular distances in theophylline monohydrate involving hydrogen
atoms [20]

Atom(1) Atom(2) Distance (A)
O14 Higa 0.833

O14 His 0.985

N, H; 0.877

Cs Hs 0.986

Cio Hioa 0.926

ClO HlOB 0.967

Cl() HlOC 0.950

Cio Hisa 0.954

Cis Hisp 0.973

Ciz Hioc 0.932

distances involving hydrogen atoms. Table 7.5 contains a summary of
bond angles involving the non-hydrogen atoms, and Table 7.6 the bond
angles involving hydrogen atoms.

The compilation of bond length and angle information, all of which
must agree with known chemical principles, enables one to deduce the
molecular conformation of the molecule in question. Such illustrations
are usually provided in the form of ORTEP drawings, where atomic
sizes are depicted in the form of ellipsoids at the 50% probability level.
The molecular conformation of theophylline in the anhydrate and
monohydrate phase is shown in Fig. 7.4. As would be expected from a
rigid and planar molecule, these conformations do not differ signifi-
cantly.

Of far greater use to structural scientists are the visualizations that
illustrate how the various molecules assemble to constitute the unit
cell, and the relationships of the molecules in them. This process is
illustrated in Figs. 7.5-7.7 for our study of theophylline monohydrate,
which first show the details of the unit cell and proceed on to provide
additional information about the molecular packing motifs in the crys-
tal. As one progresses through the depictions of Figs. 7.5-7.7, the role of
the water molecules in the structure becomes clear. Theophylline mol-
ecules are effectively bound into dimeric units by the bridging water
molecules, which ultimately form an infinite chain of water molecules
hydrogen bonded to layers of theophylline molecules [19].

The molecular packing in the monohydrate phase is fundamentally
different from that of the anhydrate phase, as shown in Fig. 7.8 [18].
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TABLE 7.5

Intramolecular bond angles in theophylline monohydrate involving non-
hydrogen atoms [20]

Atom(1) Atom(2) Atom(3) Bond angle (degrees)®
C, N, Cs 127.6 (6)
Co N, Cio 115.4 (6)
Ce N, Cio 116.9 (6)
C. N3 Cy 119.6 (6)
C, N3 Ci2 118.6 (6)
C4 N3 C12 121.7 (6)
Cs N, Csg 105.9 (6)
Cy Ny Csg 102.2 (6)
O Cq N, 121.2 (7)
011 C, N3 122.7 (7)
N, C, N3 116.1 (7)
N3 Cq Ny 125.1 (6)
N3 Cy Cs 121.6 (6)
Ny Cy Cs 113.4 (7)
Ny Cs Cy 104.5 (6)
N, Cs Cs 130.6 (7)
Cq Cs Ceg 124.9 (7)
O3 Ce N, 121.7 (7)
O3 Cs Cs 128.1 (6)
N, Ce Cs 110.2 (7)
Ny Cs Ny 114.1 (6)

2The estimated error in the last digit is given in parentheses.

Here, the theophylline molecules form hydrogen-bonded networks
composed of one N-H---N hydrogen bond and two bifurcated C-H---O
hydrogen bonds.

7.1.2.2 Crystallographic studies of polymorphism

It is now accepted that the majority of organic compounds are capable of
being crystallized into different crystal forms [21-23]. One defines poly-
morphism as signifying the situation where a given compound crystal-
lizes into more than one structure, and where the two crystals would
yield exactly the same elemental analysis. Solvatomorphism is defined
as the situation where a given compound crystallizes in more than one
structure, and where the two crystals yield differing elemental analyses
owing to the inclusion of solvent molecules in the crystal structure.
Theophylline, discussed above in detail, is a solvatomorphic system.
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TABLE 7.6

Intramolecular bond angles in theophylline monohydrate involving hydrogen
atoms [20]

Atom(1) Atom(2) Atom(3) Bond angle (degrees)
Higa (OI Hios 104.53
Cs N, H, 125.5
Cs N, H; 129.5
Ny Cs Hg 123.4
Ny Cs Hg 122.4
N; Cio Hioa 109.95
N1 ClO HlOB 107.73
N; Cio Hioc 109.25
HIOA CIO HIOB 11010
HIOA ClO HIOC 11165
Hios Cio Hioc 108.07
N3 Clg H12A 109.58
N; Ciz Hisp 108.63
N; Ciz Hisc 111.62
Hioa Cis Hisp 107.20
Hion Ciso Hioc 110.67
H12B ClZ H12C 109.02

When considering the structures of organic molecules, one finds that
different modifications can arise in two main distinguishable ways.
Should the molecule be constrained to exist as a rigid grouping of at-
oms, these may be stacked in different motifs to occupy the points of
different lattices. This type of polymorphism is then attributable to
packing phenomena, and so is termed packing polymorphism. On the
other hand, if the molecule in question is not rigidly constructed and
can exist in distinct conformational states, then it can happen that each
of these conformationally distinct modifications may crystallize in its
own lattice structure. This latter behavior has been termed confor-
mational polymorphism [24].

During the very first series of studies using single-crystal x-ray cry-
stallography to determine the structures of organic molecules, Robertson
reported the structure of resorcinol (1,3-dihydroxybenzene) [25]. This
crystalline material corresponded to that ordinarily obtained at room
temperature, and was later termed the a-form. Shortly thereafter, it was
found that the o-form underwent a transformation into a denser cry-
stalline modification (denoted as the f-form) when heated at about 74°C,
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Anhydrate phase

Monohydrate phase

Fig. 7.4. Conformation of the theophylline molecule in the anhydrate phase
[18], used with permission, and in the monohydrate phase [20].

and that the structure of this newer form was completely different [26].
The salient crystallographic properties of these two forms are summa-
rized in Table 7.7, and the crystal structures of the o- and B-forms
(viewed down the c-axis, or (00 1) crystal plane) are found in Fig. 7.9.
By its nature, resorcinol is locked into a single conformation, and it
is immediately evident from a comparison of the structures in Fig. 7.9
that each form is characterized by a different motif of hydrogen bond-
ing. In particular, the a-form features a relative open architecture that
is maintained by a spiraling array of hydrogen bonding that ascends
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Fig. 7.5. Composition of the unit cell of the theophylline monohydrate crystal
phase [20].

through the various planes of the crystal. In the view illustrated (de-
fined by the ab-plane), the apparent closed tetramic grouping of
hydroxyl groups is actually a slice through the ascending spiral. The
effect of the thermally induced phase transformation is to collapse the
open arrangement of the o-form by a more compact and parallel ar-
rangement of the molecules in the B-form. This structural change
causes an increase in crystal density on passing from the o-form
(1.278 g/cm?®) to the p-form (1.827 g/cm?®). In fact, the molecular packing
existing in the B-form was described as being more typical of hydro-
carbons than of a hydroxylic compound [26].

Probucol (4,4'-[(1-methylethylidene)bis(thio)]-bis-[2,6-bis(1,1-dime-
thylethyl)phenol]) is a cholesterol-lowering drug that has been re-
ported to exist in two forms [27]. Form II has been found to exhibit a
lower melting point onset relative to Form I, and samples of Form II
spontaneously transform to Form I upon long-term storage. The struc-
tures of these two polymorphic forms have been reported, and a sum-
mary of the crystallographic data obtained in this work is provided in
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Fig. 7.6. Addition of two unit cells in the theophylline monohydrate crystal
phase [20].

Table 7.8. In addition, detailed views of the crystal structures are given
in Fig. 7.10.

The conformations of the probucol molecule in the two forms were
found to be quite different. In Form II, the C-S-C-S-C chain is ex-
tended, and the molecular symmetry approximates Co,. This molecular
symmetry is lost in the structure of Form I, where now the torsional
angles around the two C—S bonds deviate significantly from 180°. Steric
crowding of the phenolic groups by the #-butyl groups was evident from
deviations from trigonal geometry at two phenolic carbons in both
forms. Using a computational model, the authors found that the energy
of Form II was 26.4 kJ/mol higher than the energy of Form I, indicating
the less-symmetrical conformer to be more stable. The crystal density
of Form I was found to be approximately 5% higher than that of Form
IT, indicating that the conformational state of the probucol molecules in
Form I yielded more efficient space filling.

Owing to the presence of the functional groups in drug substance
molecules that promote their efficacious action, the crystallization
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Fig. 7.7. Molecular packing in the theophylline monohydrate crystal phase [20].
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Fig. 7.8. Molecular packing in the theophylline anhydrate crystal phase.
Adapted from Ref. [18].
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TABLE 7.7
Crystallographic properties of the two polymorphs of resorcinol [24,25]
o-Form B-Form
Crystal class Orthorhombic Orthorhombic
Space group Pna i Pna s
Unit cell lengths a=10.53 A a="T91A,
b=953A b=12.57A
c=566A c=550A
Unit cell angles o= 90° o= 90°
p=90° B =90°
y = 90° y = 90°
Molecules in unit cell 4 . 4 i
Cell volume 567.0 A® 546.9A®
Density 1.278 g/ml 1.327 g/ml

possibilities for such materials can be wide ranging. Conformationally,
rigid molecules may associate into various fundamental units through
alterations in their hydrogen-bonding interactions, and the packing of
these different unit cells yields non-equivalent crystal structures. When
a drug molecule is also capable of folding into multiple conformational
states, the packing of these can yield a further variation in unit cell
types and the generation of new crystal structures. Often, the lattice
interactions and intimate details of the crystal packing may lead to the
stabilization of a metastable conformation that may nevertheless be
quite stable in the solid state. Finally, when additional lattice stab-
ilization can be obtained through the use of bridging water or solvate
molecules, then polymorphism can be further complicated by the exi-
stence of solvatomorphism.

7.1.3 X-ray powder diffraction

Although single-crystal x-ray diffraction undoubtedly represents the
most powerful method for the characterization of crystalline materials,
it does suffer from the drawback of requiring the existence of a suitable
single crystal. Very early in the history of x-ray diffraction studies, it
was recognized that the scattering of x-ray radiation by powdered
crystalline solids could be used to obtain structural information, lead-
ing to the practice of x-ray powder diffraction (XRPD).

The XRPD technique has become exceedingly important to pharma-
ceutical scientists, since it represents the easiest and fastest method
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o=-Form

-Form

Fig. 7.9. Crystal structures of the o- and pB-forms of resorcinol, as viewed down
the c-axis (001 plane). The figure is adapted from data given in Refs. [24]
and [25].
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TABLE 7.8
Crystallographic properties of the two polymorphs of probucol [27]
Form I Form II
Crystal class Monoclinic Monoclinic
Space group P2./c i P2/n i
Unit cell lengths a=16972A a=11.226 A
b=10.534A b=15981A
c=19.03A c=18.800A
Unit cell angles o= 90° o= 90°
f =113.66° f = 104.04°
y = 90° y = 90°
Molecules in unit cell 4 . 4 .
Cell volume 3116.0A° 3272.0A°
Density 1.102 g/ml 1.049 g/ml

to obtain fundamental information on the structure of a crystalline
substance in its ordinarily obtained form. Since the majority of drug
substances are obtained as crystalline powders, the powder pattern of
these substances is often used as a readily obtainable fingerprint for
determination of its structural type. In fact, it is only by pure coinci-
dence that two compounds might form crystals for which the ensemble
of molecular planes happened to be identical in all space. One such
example is provided by the respective trihydrate phases of ampicillin
and amoxicillin [28], but such instances are uncommon.

As previously discussed, Bragg [4] explained the diffraction of x-rays
by crystals using a model where the atoms of a crystal are regularly
arranged in space, in which they were regarded as lying in parallel
sheets separated by a definite and defined distance. He then showed
that scattering centers arranged in a plane act like a mirror to x-rays
incident on them, so that constructive interference would occurs for the
direction of specular reflection. Within a given family of planes, defined
by a Miller index of (h & I) and each plane being separated by the
distance d, each plane produces a specular reflectance of the incident
beam. If the incident x-rays are monochromatic (having wavelength
equal to 4), then for an arbitrary glancing angle of 6, the reflections
from successive planes are out of phase with one another. This yields
destructive interference in the scattered beams. However, by varying 0,
a set of values for 0 can be found so that the path difference between
x-rays reflected by successive planes will be an integral number (n)
of wavelengths, and then constructive interference will occurs.
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Form-I

Form-ll

Fig. 7.10. Alternate representation of crystal structures of the o- and B-forms
of resorcinol, as viewed down the c-axis (001 plane). The figure is adapted
from data given in Refs. [24] and [25].

The mathematical relationship governing the mechanics of diffraction
was discussed earlier as Bragg’s law.

To measure a powder pattern, a randomly oriented powdered sample
is prepared so as to expose all possible planes of a crystalline powder.
The scattering angle, 0, is measured for each family of crystal planes by
slowly rotating the sample and measuring the angle of diffracted x-rays
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with respect to the angle of the incident beam. Alternatively, the angle
between sample and source can be kept fixed, while moving the detector
to determine the angles of the scattered radiation. Knowing the wave-
length of the incident beam, the spacing between the planes (identified
as the d-spacings) is calculated using Bragg’s Law.

Typical applications of x-ray powder diffraction methodology include
the evaluation of polymorphism and solvatomorphism, the study of
phase transitions, and evaluation of degrees of crystallinity. More re-
cently, advances have been made in the use of powder diffraction as a
means to obtain solved crystal structures. A very useful complement to
ordinary powder x-ray diffraction is variable temperature x-ray dif-
fraction. In this method, the sample is contained on a stage that can be
heated to any desired temperature. The method is extremely useful for
the study of thermally induced phenomena, and can be a vital comple-
ment to thermal methods of analysis.

7.1.3.1 Determination of phase identity

The United States Pharmacopeia contains a general chapter on x-ray
diffraction [29], which sets the criterion that identity is established if
the scattering angles in the powder patterns of the sample and refer-
ence standard agree to within the calibrated precision of the diffracto-
meter. It is noted that it is generally sufficient that the scattering
angles of the 10 strongest reflections obtained for an analyte agree to
within either +0.10 or +0.20 degrees 20, whichever is more appropri-
ate for the diffractometer used. Older versions of the general test con-
tained an additional criterion for relative intensities of the scattering
peaks, but it has been noted that relative intensities may vary consid-
erably from that of the reference standard making it impossible to
enforce a criterion based on the relative intensities of the corresponding
scattering peaks.

It is usually convenient to identify the angles of the 10 most intense
scattering peaks in a powder pattern, and to then list the accepted
tolerance ranges of these based on the diffractometer used for the de-
terminations. Such a representation has been developed for data ob-
tained for racemic mandelic acid, and for its separated (S)-enantiomer,
using a diffractometer system whose precision was known to be +0.15
degrees 20 [30]. The criteria are shown in Table 7.9, the form of which
enables the ready identification of a mandelic acid sample as being
either racemic or enantiomerically pure. It should be noted that the
powder pattern of the separated (R)-enantiomer would necessarily have
to be identical to that of the separated (S)-enantiomer.
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TABLE 7.9

XRPD identity test criteria for mandelic acid

Lower limit of Accepted angle for Upper limit of
acceptability for scattering peak acceptability for
scattering peak (degrees 20) scattering peak
(degrees 20) (degrees 20)
Racemic phase

11.271 11.421 11.571

16.264 16.414 16.564

18.607 18.757 18.907

21.715 21.865 22.015

22.173 22.323 22.473

23.345 23.495 23.645

25.352 25.502 25.652

217.879 28.029 28.179

33.177 33.327 33.477

41.857 42.007 42.157
Enantiomerically pure (S)-phase

6.381 6.531 6.681

6.686 6.836 6.986

7.298 7.448 7.598

8.011 8.161 8.311

20.798 20.948 21.098

23.345 23.495 23.645

24.109 24.259 24.409

26.605 26.755 26.905

30.018 30.168 30.318

36.284 36.434 36.584

Useful tabulations of the XRPD patterns of a number of compounds
have been published by Koundourellis and coworkers, including 12 di-
uretics [31], 12 vasodilators [32], and 12 other commonly used drug
substances [33]. These compilations contain listings of scattering an-
gles, d-spacings, and relative intensities suitable for the development of
acceptance criteria.

Without a doubt, one of the most important uses of XRPD in phar-
maceuticals is derived from application as the primary determinant of
polymorphic or solvatomorphic identity [34]. Since these effects are due
to purely crystallographic phenomena, it is self-evident that x-ray dif-
fraction techniques would represent the primary method of deter-
mination. Owing to its ease of data acquisition, XRPD is particularly
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useful as a screening technique for batch characterization, following
the same general criteria already described. It is prudent, however, to
confirm the results of an XRPD study through the use of a confirmatory
technique, such as polarizing light microscopy, differential scanning
calorimetry, solid-state vibrational spectroscopy, or solid-state nuclear
magnetic resonance.

The literature abounds with countless examples that illustrate how
powder diffraction has been used to distinguish between the members
of a polymorphic system. It is absolutely safe to state that one could not
publish the results of a phase characterization study without the in-
clusion of XRPD data. For example, Fig. 7.11 shows the clearly distin-
guishable XRPD powder patterns of two anhydrous forms of a new
chemical entity. These are easily distinguishable on the overall basis of
their powder patterns, and one could place the identification on a more
quantitative basis through the development of criteria similar to those
developed for the mandelic acid system.

25 20 15 10 5
Scattering Angle (degrees 2-6)

Fig. 7.11. X-ray powder diffraction patterns of the two anhydrous forms of a
new chemical entity.
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Anhydrate Phase

LMo

Monohydrate Phase

5 10 15 20 25 30
Scattering Angle (degrees 2-6)

Fig. 7.12. X-ray powder diffraction patterns of the anhydrate and monohydrate
phases of lactose.

XRPD can be similarly used to differentiate between the members of
a solvatomorphic system. For instance, Fig. 7.12 shows the powder
patterns obtained for the anhydrate and monohydrate phases of lactose.
The existence of structural similarities in the two forms are suggested
in that the main scattering peaks of each form are clustered near 20
degrees 20, but the two solvatomorphs are easily differentiated from an
inspection of the patterns. The differentiation could also be rendered
more quantitative through the development of a table similar to that
developed for the mandelic acid system.

7.1.3.2 Degree of crystallinity

When reference samples of the pure amorphous and pure crystalline
phases of a substance are available, calibration samples of known degrees
of crystallinity can be prepared by the mixing of these. Establishment
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of a calibration curve (XRPD response vs. degree of crystallinity) permits
the evaluation of unknown samples to be performed.

In a classic study that illustrates the principles of the method, an
XRPD procedure was described for the estimation of the degree of
crystallinity in digoxin samples [35]. Crystalline product was obtained
commercially, and the amorphous phase was obtained through ball-
milling of this substance. Calibration mixtures were prepared as a va-
riety of blends from the 100% crystalline and 0% crystalline materials,
and acceptable linearity and precision was obtained in the calibration
curve of XRPD intensity vs. actual crystallinity. Figure 7.13 shows the
powder pattern of an approximately 40% crystalline material, illustrat-
ing how these workers separated out the scattering contributions from
the amorphous and crystalline phases.

Other studies have used quantitative XRPD to evaluate the degree of
crystallinity in bulk drug substances, such as calcium gluceptate [36],
imipenum [37], cefditoren pivoxil [38], and a Lumaxis analog [39].

When the excipient matrix in a formulation is largely amorphous,
similar XRPD methods can be used to determine the amount of crys-
talline drug substance present in a drug product. The principles were
established in a study that included a number of solid dose forms [40],

1 1 T
5 10 15 20 25

Scattering Angle (degrees 2-0)

Fig. 7.13. X-ray powder diffraction pattern of digoxin, whose degree of crys-
tallinity was reduced to 40% by ball-milling. The figure was adapted from data
contained in Ref. [32].
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and also in another study involving a determination of the amount of
crystalline acetaminophen in some solid dispersions [41]. The same
principles have been used to characterize the crystalline content within
lyophilized solids [42], where the matrix is again an amorphous material.

7.1.3.3 Phase composition of mixtures

Once the characteristic XRPD patterns of one or more analytes have
been established, it is usually possible to develop quantitative methods
of analysis. The methodology is based on the premise that each com-
ponent will contribute to the overall scattering by an amount that is
proportional to its weight fraction in a mixture, and that the powder
pattern of each analyte contains one or more peaks whose scattering
angle is unique to that analyte. Quantitative analysis requires the use
of reference standards that contribute known scattering peaks at ap-
propriate scattering intensities. This can be achieved through the use of
metal sample holders where, some of the metal scattering peaks are
used as external standards. The author has had great success in this
regard using aluminum sample holders, using the scattering peaks at
38.472 and 44.738 degrees 20 to calibrate both intensity and scanning
rate. Others have used internal standards, mixing materials such as
elemental silicon or lithium fluoride into the sample matrix.

Although simple intensity correction techniques can be used to deve-
lop very adequate XRPD methods of quantitative analysis, the intro-
duction of more sophisticated data acquisition and handling techniques
can greatly improve the quality of the developed method. For instance,
improvement of the powder pattern quality through the use of the
Rietveld method has been used to evaluate mixtures of two anhydrous
polymorphs of carbamazepine and the dihydrate solvatomorph [43].
The method of whole pattern analysis developed by Rietveld [44] has
found widespread use in crystal structure refinement and in the quan-
titative analysis of complex mixtures. Using this approach, the detec-
tion of analyte species was possible even when their concentration was
less than 1% in the sample matrix. It was reported that good quanti-
tation of analytes could be obtained in complex mixtures even without
the requirement of calibration curves.

The use of parallel beam optics as a means for determining the poly-
morphic composition in powder compacts has been discussed [45]. In
this study, compressed mixtures of known polymorphic composition
were analyzed in transmission mode, and the data were processed using
profile-fitting software. The advantage of using transmission, rather
than the reflectance, is that the results were not sensitive to the
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geometrical details of the compact surfaces and that spurious effects
associated with preferential orientation were minimized.

The effects of preferred orientation in XRPD analysis can be highly
significant, and are most often encountered when working with
systems characterized by plate-like or tabular crystal morphologies. As
discussed earlier, a viable XRPD sample is the one that presents
equal numbers of all scattering planes to the incident x-ray beam.
Any orientation effect that minimizes the degree of scattering from
certain crystal planes will strongly affect the observed intensities, and
this will in turn strongly affect the quantitation. The three poly-
morphs of mannitol are obtained as needles, and thus represented a
good system for evaluating the effect of preferential orientation on
quantitative XRPD [46]. Through the use of small particle sizes and
sample rotation, the preferential orientation effects were held to a
minimum, and allowed discrimination of the polymorphs at around the
1% level.

As a first example, consider ranitidine hydrochloride, which is
known to crystallize into two anhydrous polymorphs. The XRPD pat-
terns of the two forms are shown in Fig. 7.14, where it is evident that
the two structures are significantly different [47]. For a variety of rea-
sons, most workers are extremely interested in determining the quan-
tity of Form II in a bulk Form I sample, and it is clear from the figure
that the scattering peaks around 20 and 23.5 degrees 26 would be par-
ticularly useful for this purpose. The analysis of Form II in bulk Form I
represents an extremely favorable situation, since the most intense
scattering peaks of the analyte are observed at scattering angles where
the host matrix happens not to yield diffraction. In our preliminary
studies, it was estimated that a limit of detection of 0.25% w/w Form II
in bulk Form I could be achieved. On the other hand, if there was a
reason to determine the level of Form I in a bulk Form II sample, then
the scattering peaks around 9 and 25 degrees 20 would suffice. For this
latter instance, a preliminary estimate of limit of detection of 0.50%
w/w Form I in bulk Form II was deduced [47].

The complications associated with preferential orientation effects
were addressed in detail during studies of a benzoic acid/benzil system
[48]. The use of various sample-packing methods was considered (vac-
uum free-fall, front-faced packing vs. rear-faced packing, etc.), but the
best reduction in the effect was achieved by using materials having
small particle sizes that were produced by milling. Through the use of
sieving and milling, excellent linearity in diffraction peak area as a
function of analyte concentration was attained. The authors deduced a
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Scattering Angle (degrees 2-6)

Fig. 7.14. X-ray powder diffraction patterns of ranitidine hydrochloride, Form
I (thick trace) and Form II (thin trace) [47].

protocol for the development of a quantitative XRPD method that con-
sisted of six main steps:

1. Calculation of the mass absorption coefficient of the drug sub-
stance

2. Selection of appropriate diffraction peaks for quantification

3. Evaluation of the loading technique for adequate sample size

4. Determination of whether preferred orientation effects can be
eliminated through control of the sample particle size

5. Determination of appropriate milling conditions to obtain repro-
ducibility in peak areas

6. Generation of calibration curves from physical mixtures.

After completion of these steps, one should then have a quantitative
XRPD method that is suitable for analysis of real samples.
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Another example of a well-designed method for the quantitative
XRPD determination of polymorphs was developed for the phase ana-
lysis of prazosin hydrochloride [49]. As an example of an XRPD method
for the determination of solvatomorphs, during the quantitation of
cefepine dihydrochloride dihydrate in bulk samples of cefepine dihydro-
chloride monohydrate, a limit of detection of 0.75% w/w and a limit of
quantitation of 2.5% w/w were associated with a working range of
2.5-15% wiw [50].

Quantitative XRPD methods have also been developed for the deter-
mination of drug substances in excipient matrices. For instance, it was
found that approximately 2% of selegilin hydrochloride can be observed
reliably in the presence of crystalline mannitol or amorphous modified
starch [51]. The effects of temperature on the polymorphic transfor-
mation of chlorpropamide forms A and C during tableting were inves-
tigated using XRPD [52]. Even though form A was the stable phase and
form C was metastable, the results suggested that the two forms were
mutually transformed. It was found that the crystalline forms were
converted into a non-crystalline solid by mechanical energy, and that
the resulting non-crystalline solid transformed into either form A or
form C depending on the nature of the compression process.

Since the separated enantiomers of a dissymmetric compound
must crystallize in a different space group than does the racemic mix-
ture, it should not be unanticipated that quantitative XRPD would be
useful in the determination of enantiomeric composition. For instance,
the differing XRPD characteristics of (S)-(+)-ibuprofen relative to the
(RS)-racemate have been exploited to develop a sound method for the
determination of the enantiomeric purity of ibuprofen samples [53].

7.1.3.4 Hot-stage x-ray diffraction
The performance of XRPD on a hot stage enables one to obtain powder
patterns at elevated temperatures, and permits one to deduce struc-
tural assignments for thermally induced phase transitions. Deter-
mination of the origin of thermal events taking place during the
conduct of differential thermal analysis or differential scanning calori-
metry is not always straight-forward, and the use of supplementary
XRPD technology can be extremely valuable. By conducting XRPD
studies on a heatable stage, one can bring the system to positions where
a Differential Scanning Calorimetry (DSC) thermogram indicates the
existence of an interesting point of thermal equilibrium.

One of the uses for thermodiffractometry that immediately comes to
mind concerns the desolvation of solvatomorphs. For instance, after the
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dehydration of a hydrate phase, one may obtain either a crystalline
anhydrate phase or an amorphous phase. The XRPD pattern of a de-
hydrated hydrate will clearly indicate the difference. In addition,
should one encounter an equivalence in powder patterns between the
hydrate phase and its dehydrated form, this would indicate the exist-
ence of channel-type water (as opposed to genuine lattice water) [54].

An XRPD system equipped with a heatable sample holder has been
described, which permitted highly defined heating up to 250°C [55].
The system was used to study the phase transformation of phenan-
threne, and the dehydration of caffeine hydrate. An analysis scheme
was developed for the data that permitted one to extract activation
parameters for these solid-state reactions from a single non-isothermal
study run at a constant heating rate.

In another study, thermodiffractometry was used to study phase
transformations in mannitol and paracetamol, as well as the desolvation
of lactose monohydrate and the dioxane solvatomorph of paracetamol
[56]. The authors noted that in order to obtain the best data, the heating
cycle must be sufficiently slow to permit the thermally induced reactions
to reach completion. At the same time, the use of overly long cycle times
can yield sample decomposition. In addition, the sample conditions are
bound to differ relative to the conditions used for a differential scanning
calorimetry analysis, so one should expect some differences in thermal
profiles when comparing data from analogous studies.

The commercially available form of Aspartame is hemihydrate Form
I1, which transforms into hemihydrate Form I when milled, and a 2.5-
hydrate species is also known [57,58]. XRPD has been used to study the
desolvation and ultimate decomposition of the various hydrates. When
heated to 150°C, both hemihydrate forms dehydrate into the same an-
hydrous phase, which then cyclizes into 3-(carboxymethyl)-6-benzyl-2,
5-dioxopiperazine if heated to 200°C. The 2.5-hydrate was shown to
dehydrate into hemihydrate Form II when heated to 70°C, and this
product was then shown to undergo the same decomposition sequence
as directly crystallized hemihydrate Form II.

7.1.3.5 XRPD as a stability-indicating assay method

When the phase identity, or degree of crystallinity (or lack thereof), of a
drug substance is important to its performance in a drug product, XRPD
can serve as a vital stability-indicating assay method. There is no doubt
that XRPD can be validated to the status of any other stability-indicat-
ing assay, and that one can use the usual criteria of method validation to
establish the performance parameters of the method. This aspect would
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be especially important when either a metastable or an amorphous form
of the drug substance has been chosen for development. One may con-
duct such work either on samples that have been stored at various
conditions and pulled at designated time points, or on substances that
are maintained isothermally and the XRPD is periodically measured.

For example, amorphous clarithromycin was prepared by grind and
spray-drying processes, and XRPD was used to follow changes in crys-
tallinity upon exposure to elevated temperature and relative humidity
[59]. Exposure of either substance to a 40°C/82% RH environment for
seven days led to the formation of the crystalline form, but the spray-
dried material yielded more crystalline product than did the ground
material. This finding, when supported with thermal analysis studies,
led to the conclusion that the amorphous substances produced by the
different processing methods were not equivalent.

7.2 X-RAY FLUORESCENCE
7.2.1 Introduction

Although the use of quantum theory leads to a much greater under-
standing of x-ray fluorescence (XRF) phenomena, the theory developed
by Bohr in the early 1900s proved sufficient to understand the nature of
the processes involved. Bohr had been able to obtain a solution to
the simultaneous equations for the electron angular momentum, the
balance of coulombic attraction and centrifugal force, and Planck’s
equation, to derive a formula analogous to the empirical Balmer-
Rydberg-Ritz equation that had been used to interpret the atomic
spectrum of hydrogen. The following discussion is abstracted from sev-
eral leading Refs. [60-63].

From Bohr’s postulates, it is possible to derive the energies of the
possible stationary states responsible for the radiation that is ab-
sorbed or emitted by an atom consisting of a single electron and
nucleus. The specification of these states permits one to then com-
pute the frequency of the associated electromagnetic radiation. To
begin, one assumes the charge on the nucleus to be Z times the
fundamental electronic charge, e, and that Coulomb’s law provides
the attractive force, F, between the nucleus and electron:

F = Ze?/r? (7.5)
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where r is the radius of the electron orbit. This force must be exactly
balanced by the centrifugal force on the rotating electron:

F = mro? (7.6)

where o is the angular velocity of the electron, and m is its mass.
Since equations (7.5) and (7.6) must be equal, we find that:

mro? = Ze? /r? (7.7)

The angular momentum, L, of a circulating particle is defined as its
linear momentum multiplied by the radius of its circular motion.
Bohr’s second postulate requires that the angular momentum of a
rotating electron be an integral multiple of #:

L=nh=mr’o (7.8)

where n is an integer having the values of 1, 2, 3, etc. Solving equa-
tions (7.7) and (7.8) for the orbital radius yields:

212
. :;ezz (7.9)

One now finds that the orbital radius us restricted to certain values,
termed orbits, having values equal to #%/me?Z, 4h%*/me?Z, 9h*/me®Z,
etc. For the smallest allowed orbit of a hydrogen atom (defined by
Z =1 and n = 1), one finds that:

To = @, = h?/me? (7.10)

and that a, = 5.29 x 107 m (0.529A).

The Bohr theory also permits a calculation of the total energy, E, of
the atom from Hamilton’s equation:

E=T+V (7.11)

where the kinetic energy, T, exists by virtue of the rotation motion of
the electron:

T = 1/2mr20? = 1/2Z¢*/r (7.12)
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and the potential energy, V, exists by virtue of the position of the
electron relative to the nucleus:

V=-Z/r (7.13)

Substituting equations (7.12) and (7.13) into (7.11), one finds that the
total energy is given by:

E = —1/2Z¢*/r (7.14)
and if the Bohr equation for r (7.9) is substituted into equation (7.14),
one finds:
—mZ2%e*
— (7.15)
2n24?

It is therefore concluded that only certain stationary states are pos-
sible, and that the state having the lowest total energy is defined by
n=1.

A transition between two states requires the absorption or emission
of energy equal to the energy difference between the states. By the
postulate of Bohr, this difference in energy must be quantized, so that

AE =E; —E9=hv (7.16)
me* [1 1
- me [n_% _ n_g] (7.17)

7.2.2 Principles of x-ray fluorescence spectroscopy

As illustrated in Fig. 7.15, the electromagnetic radiation measured in
an XRF experiment is the result of one or more valence electrons filling
the vacancy created by an initial photoionization where a core electron
was ejected upon absorption of x-ray photons. The quantity of radiation
from a certain level will be dependent on the relative efficiency of the
radiationless and radiative deactivation processes, with this relative
efficiency being denoted at the fluorescent yield. The fluorescent yield is
defined as the number of x-ray photons emitted within a given series
divided by the number of vacancies formed in the associated level
within the same time period.

To apply the Bohr energy level equation Eq. (7.17), one identifies the
levels having n = 1 as being from the K shell, levels having n = 2 are
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Fig. 7.15. Photophysics associated with x-ray photoelectron spectroscopy and
x-ray fluorescence. As illustrated, in the XPS experiment one monitors the
energy of the electron ejected from the M shell upon photoionization (process
1). In the XRF experiment, one monitors the fluorescence emitted from either
the M shell after photoionization (process 2a), or from the L shell after photo
ionization and radiationless decay (process 2b).

from the L shell, levels having n = 3 are from the M shell, and so on.
When an electron of the L shell is transferred into a vacancy in the K
shell, the energy released in the process equals the energy difference
between the states:

AEx (7.18)

_ Z’me’ [ 1 1]
T on2p? (12 22
This particular transition results in the emission of x-ray radiation
known as the K, line. For transfer from the M shell into the K shell, the
energy of the Kj line is given by:

AEx, = (7.19)

Z2met [ 1 1 ]
on2h?® |12 32

Since both transitions described in Egs. (7.18) and (7.19) terminate
in the K shell, they are known as belonging to the spectrum of the
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K series. Similarly, the spectral lines resulting when electrons fall into
the L shell define the spectrum of the L series, and the energies of these
lines are given by:

4

me 1 1
AE =— | = —— 7.20
LT onzp? [22 n2} (7.20)

Equation (7.20) indicates that the energy difference between the two
states involved in an XRF transition is proportional to the atomic

number of the element in question, a fact realized some time ago by
Mosley and illustrated in Fig. 7.16. The simple equations given above do
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Fig. 7.16. Binding energies of (a) K shell electrons and (b) L shell electrons as a
function of atomic number. The graphs were constructed from data tabulated
in Ref. [56].
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not account for the different orbitals that exist for each principal
quantum number, and the inclusion of these levels into the spectral
considerations explain the fine structure observed within almost all
XRF bands. For instance, the L shell (defined by n = 2) contains the 2S
and 2P levels, the transfer of electrons from these levels down to a
vacancy in the K shell (defined by n = 1) results in the emission of x-ray
radiation denoted as the K,; and the K 5 lines.

A detailed summary of the characteristic XRF lines for the elements
is available [64], as are more detailed discussions of the phenomena of
x-ray absorption and XRF [65-68].

7.2.3 Experimental details

There are numerous types of instrumentation available for the meas-
urement of XRF, but most of these are based either on wavelength
dispersive methodology (typically referred to as WDX) or on the energy
dispersive technique (typically known as EDX). For a detailed compar-
ison of the two approaches for XRF measurement, the reader is referred
to an excellent discussion by Jenkins [69].

The first XRF spectrometers employed the wavelength dispersive
methodology, which is schematically illustrated in the upper half of Fig.
7.17. The x-rays emanating from the source are passed through a suit-
able filter or filters to remove any undesired wavelengths, and colli-
mated into a beam that is used to irradiate the sample. For instance,
one typically uses a thin layer of elemental nickel to isolate the K, lines
of a copper x-ray source from contamination by the K lines, since the
K-edge absorption of nickel will serve to pass the K, radiation but not
the K radiation.

The various atoms making up the sample emit their characteristic
XRF at an angle of 0 relative to the excitation beam, and the resulting
x-rays are discriminated by a monochromator that uses a single crystal
as a diffraction grating. The diffraction off the crystal must obey
Bragg’s law, and this fact makes it clear that no single crystal can serve
as an efficient diffraction grating for all wavelengths of x-rays. As a
result, WDX instruments typically employ a variety of different crystals
that the user can select to optimize the XRF region of greatest interest.

The detector can be either a gas-filled tube detector or a scintillation
detector, which is systematically swept over the sample, and which
measures the x-ray intensity as a function of the 20 scattering angle.
Through suitable calibration, each 20 angle is converted into a wave-
length value for display. The major drawback associated with WDX
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Wavelength Dispersive XRF

LR,

Energy Dispersive XRF

)

Fig. 7.17. Basic components of the apparatus used for the measurement of X-
ray fluorescence by the wavelength and energy dispersive methods.WDX:
X-rays from the source (A) are allowed to impinge on the sample (B); the
resulting XRF is discriminated by the crystal (C), and finally measured by the
detector (D). EDX: X-rays from the source (A) are allowed to impinge on
the sample (B), and the resulting XRF is measured by the detector (D).

v

K

spectrometers is the reality derived from the Bragg scattering law that
one cannot measure all wavelengths in an XRF spectrum in a single
scan. Hence, one might be required to run multiple spectra if the range
of elements to be studied is wide in terms of atomic number.

The energy dispersive methodology was developed as a means to
permit an analyst to acquire the entire XRF spectrum simultaneously,
therefore eliminating the requirement to acquire data in parcels. A
simple schematic of an EDX spectrometer is illustrated in the lower half
of Fig. 7.17. As with the WDX instrumentation, x-rays emanating from
the source are filtered and collimated into a beam that is used to ir-
radiate the sample. The XRF emitted by the sample is caused to fall
onto a semiconductor diode detector, and one obtains the spectrum
through the use of multi-channel analysis of the detector output. Al-
though the instrumentation of the EDX method is simpler, it does not
provide the same degree of wavelength resolution associated with WDX
spectrometers.

One of the problems faced in XRF spectroscopy is the fact that the
absolute sensitivity of an element decreases with atomic number, and
this decrease is mostly considerable for light elements. For quite some
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time, XRF spectrometers could not detect elements having atomic
numbers less than 12, which did not permit the analysis of any second
row elements such as carbon, nitrogen, oxygen, and fluorine. Fortu-
nately, advances in detector design have been made, and now through
the use of ultra-thin beryllium windows analysts can now obtain re-
liable results on the light elements. When EDX is combined with scan-
ning electron microscopy, one can even use windowless detectors to
maximize the response of the light elements [70].

7.2.4 Qualitative XRF analysis

By virtue of their capacity to observe the entire range of x-ray fluores-
cence and speed of data acquisition, EDX spectrometers are admirably
suited for qualitative analysis work. Equally well suited would be the
WDX spectrometers capable of observing XRF over a wide range of
scattering angles. As discussed earlier, the K, and Kg XRF of a given
element is directly related to its atomic number, and extensive tables
are available that provide accurate energies for the fluorescence. Such
information can be stored in the analysis computer, and used in a peak-
match mode to easily identify the elemental origins of the fluorescing
atoms within the sample. The elemental identification is facilitated by
the fact that XRF originates from core electron levels that are only
weakly affected by the details of chemical bonding. It must be remem-
bered, however, that the selectivity associated with XRF analysis ends
with elemental speciation, and that the technique is generally unable to
distinguish between the same element contained in different chemical
compounds.

X-ray fluorescence spectra of most elements consist largely of bands
associated with the K, L, and M series. The XRF associated with the K
series is dominated by the o/as doublet, although some very weak f
XRF can often be observed at higher energies. The L-series XRF will
consist of three main groups of lines, associated with the «, 8, and y
structure. Ordinarily, the o line will be the strongest, and the f; line
will be the next most intense. The peaks within the M series are ob-
served only for the heavier elements, and consist of an unresolved o/05
doublet as the strongest feature, followed by a band of peaks associated
with the  XRF.

For instance, the K,; and K, lines of elemental copper are observed
at wavelengths of 1.540 A and 1.544 A, respectively, and Kg lines will be
observed at 1.392 A and 1.381 A [71]. The unresolved L,; and L5 lines
are observed at a wavelength of 13.330, and Lg lines are observed at
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13.053 A and 12.094 A. The presence of copper in a sample would be
indicated by the presence of XRF peaks detected either at these wave-
lengths, or at their corresponding energies.

XRF qualitative analysis entails the identification of each line in the
measured spectrum. The analysis begins with the assumption that the
most intense lines will be due to either K, or L, emission, and these are
used to match the observed lines with a given element. Once the most
intense o lines are assigned, one then goes on to assign the f lines, and
these assignments serve to confirm those made from the analysis of the
o lines. Of course, this task has been made quite easy through the use of
computer systems that store all the information and execute the peak
matching analysis. For example, the EDX analysis of a fumarate salt of
a drug substance was unexpectedly found to exhibit definite responses
for chlorine, indicating that the sample actually consisted of mixed
fumarate and hydrochloride salts [72].

In another qualitative study, EDX analysis was used to study the
nature of the precipitate occasionally formed in Zn-insulin solutions
[73]. Identification of the EDX peaks obtained for the crystalline pre-
cipitates enabled the deduction that the solid consisted of a Zn-insulin
complex, and a rough analysis of the peak intensities indicated that the
composition of the precipitate was comparable to that existing in the
starting materials. The combination of the EDX technique with scan-
ning electron microscopy enabled the analyses to be conducted on rel-
atively few numbers of extremely small particles.

7.2.5 Quantitative XRF analysis

Owing to their superior fluorescent yield, heavy elements ordinarily
yield considerably more intense XRF bands than the light elements.
This feature can be exploited to determine the concentration of inor-
ganic species in a sample, or the concentration of a compound that
contains a heavy element in some matrix. Many potential XRF appli-
cations have never been developed owing to the rise of atomic spec-
troscopic methods, particularly inductively coupled plasma atomic
emission spectrometry [74]. Nevertheless, under the right set of cir-
cumstances, XRF analysis can be profitably employed.

A number of experimental considerations must be addressed in
order to use XRF as a quantitative tool, and these have been discussed at
length [75,76]. The effects on the usual analytical performance para-
meters (accuracy, precision, linearity, limits of detection and quantita-
tion, and ruggedness) associated with instrument are usually minimal.
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However, the effects associated with sample handling, preparation, and
presentation cannot be ignored, as they have the potential to exert a
major influence over the quality of the analysis.

The background emission detected in an XRF spectrum is usually
due to scattering of the source radiation. Since the scattering intensity
from a sample is inversely proportional to the atomic number of the
scattering atom, it follows that background effects are more pro-
nounced for samples consisting largely of second row elements (i.e.,
organic molecules of pharmaceutical interest). Hence, background cor-
rection routines play a major role in transforming raw XRF spectra into
spectra suitable for quantitative analysis.

The performance of a quantitative XRF analysis requires that one
correct for the inter-element interactions that are associated with the
matrix of the sample. For homogeneous samples, matrix effects can
serve to enhance or diminish the response of a given element. The in-
tensity retardation effects usually originate from competition among
scattering units in the sample for the incident x-ray radiation, or from
the attenuation of emitted XRF by its passage through the sample itself.
Enhancement effects arise when emitted XRF is re-absorbed by other
atoms in the sample, causing those atoms to exhibit a higher XRF in-
tensity than would be associated with the incident x-ray radiation itself.

Since matrix and background effects are notoriously difficult to iden-
tify and control, quantitative XRF analysis usually entails the use of
standards. One can write an expression relating the concentration of an
analyte in a sample with the XRF intensity of one of its emission lines:

C; = KI.MB (7.21)

where C; is the concentration of the analyte exhibiting the intensity
response I;, K a constant composed of instrumental factors, M a constant
composed of matrix factors, and B a constant composed of background
factors. While it is conceivable that one could derive an equation de-
scribing how K would be calculated, it is clear that calculation of the M
or B constants would be extraordinarily difficult.

However, when an internal standard containing an element of
known concentration Cg is added to the sample, its concentration would
be derived from its observed intensity Ig by:

Cs = KIsMB (7.22)

Since the analyte and standard are equally distributed in the analyzed
sample, one can assume that the M and B constants would be the same
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for both species. In that case, dividing Eq. (7.21) by Eq. (7.22) and
rearranging yields a relation enabling the calculation of the amount of
analyte in the sample:

C; = (I;/Is)Cs (7.23)

This method of using an internal standard to deal with matrix and
background effects has, of course, been used for ages in analytical
chemistry. Equally useful would be another analytical method, namely
that of standard additions. In this latter approach, the sample is spiked
with successively increasing amounts of the pure analyte, and the in-
tercept in the response—concentration curve is used to calculate the
amount of analyte in the original sample.

Total reflection x-ray fluorescence (TXRF) has become very popular
for the conduct of microanalysis and trace elemental analysis [77-79].
TXRF relies on scatter properties near and below the Bragg angle to
reduce background interference, and to improve limits of detection that
can amount to an order of magnitude or moreover more traditional
XRF measurements. As illustrated in Fig. 7.18, if x-rays are directed at
a smooth surface at a very small angle, virtually all of the radiation
will be reflected at an equally small angle. However, a few x-rays will
excite atoms immediately at the surface, and those atoms will emit
their characteristic radiation in all directions. One obtains very clean

|

D

A\- I

Fig. 7.18. Instrumental arrangement for the measurement of total reflection
x-ray fluorescence. The x-rays from the source (A) are allowed to impinge on
the sample mounted on a reflector plate (B). Most of the incident radiation
bounces off the sample (C), but some results in the production of XRF (D),
which is measured by the detector (E).
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analytical signals when using the TXRF mode because there is essen-
tially no backscatter radiation impinging on the detector.

TRXF was used to determine the trace elements in samples of leci-
thin, insulin, procaine, and tryptophan in an attempt to develop ele-
mental fingerprints that could be used to determine the origin of
the sample [80]. It was reported that through the use of matrix-inde-
pendent sample preparation and an internal standard, one could use
TXRF to facilitate characterization of the samples without the need for
extensive pretreatment. In another work, a study was made of the cap-
ability of TXRF for the determination of trace elements in pharma-
ceutical substances with and without preconcentration [81].

Trace amounts of bromine in sodium diclofenac, sodium {2-[(2,
6-dichlorophenyl)amino] phenyl}acetate, have been determined using
XRF [82], since the drug substance should not contain more than
100 ppm of organic bromine remaining after the completion of the
chemical synthesis. Pellets containing the analyte were compressed
over a boric acid support, which yielded stable samples for analysis, and
selected XRF spectra obtained in this study are shown in Fig. 7.19. It
was found that samples from the Far East contained over 4000 ppm of
organic bromine, various samples from Europe contained about
500 ppm, while samples from an Italian source contained less than
10 ppm of organic bromine.

TXRF was used to characterize high-viscosity polymer dispersions
[83], with special attention being paid to the different drying tech-
niques and their effect on the uniformity of the deposited films. TXRF
was also used as a means to classify different polymers on the basis of
their incoherently scattered peaks [84]. Dispersive XRF has been used
to assess the level of aluminum in antacid tablets [85].

Probably the most effective use of XRF and TXRF continues to be in
the analysis of samples of biological origin. For instance, TXRF has
been used without a significant amount of sample preparation to de-
termine the metal cofactors in enzyme complexes [86]. The protein
content in a number of enzymes has been deduced through a TXRF of
the sulfur content of the component methionine and cysteine [87]. It
was found that for enzymes with low molecular weights and minor
amounts of buffer components that a reliable determination of sulfur
was possible. In other works, TXRF was used to determine trace ele-
ments in serum and homogenized brain samples [88], selenium and
other trace elements in serum and urine [89], lead in whole human
blood [90], and the Zn/Cu ratio in serum as a means to aid cancer
diagnosis [91].
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Fig. 7.19. XRF spectra of pure diclofenac (lower trace), and diclofenac con-
taining organic bromine (upper trace). The bromine K, peak is the marked
peak at 1.04 A, while the bromine Kj peak is the marked peak located at 9.93 A.
The figure was adapted from data in Ref. [82].
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REVIEW QUESTIONS

1. What is Bragg’s Law?

2. What valuable information is provided by single-crystal x-ray dif-
fraction?

3. Provide some of the applications of x-ray powder diffraction.

4. Provide some of the applications of x-ray fluorescence analysis.
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Chapter 8

Atomic spectroscopy
Terence H. Risby

8.1 INTRODUCTION

Elemental analysis at the trace or ultratrace level can be performed by
a number of analytical techniques and the most popular are based upon
atomic spectroscopy. Atomic spectroscopy is subdivided into three
fields, atomic emission spectroscopy (AES), atomic absorption spectros-
copy (AAS), and atomic fluorescence spectroscopy (AFS) that differ
by the mode of excitation and the method of measurement of the
atom concentrations. The selection of the atomic spectroscopic tech-
nique to be used for a particular application should be based on the
desired result since each technique involves different measurement
approaches. AES excites ground state atoms (atoms) and then quan-
tifies the concentrations of excited state atoms (atoms™) by monitoring
their radiative deactivation. AAS measures the concentrations of
ground state atoms by quantifying the absorption of spectral radiation
that corresponds to allowed transitions from the ground to excited
states. AFS determines the concentrations of ground state atoms by
quantifying the radiative deactivation of atoms that have been excited
by the absorption of discrete spectral radiation. The following schema
summarizes these three analytical methods.

Basis of analytical measurement
AES measures a photon emitted when an excited atom deactives
to the ground state

AE
—
EXCITATION

hv

[ATOM)] —
DEACTIVATION

[ATOM™ [ATOM]

Comprehensive Analytical Chemistry 47

S. Ahuja and N. Jespersen (Eds)

Volume 47 ISSN: 0166-526X DOI: 10.1016/S0166-526X(06)47008-2

© 2006 Elsevier B.V. All rights reserved. 227



iranchembook.ir/edu

T.H. Risby
AAS measures a photon absorbed when a ground state atom is
excited
[ATOM] By [ATOM?] Ll [ATOM]
EXCITATION DEACTIVATION

AFS measures a photon emitted when an excited atom deactives
to the ground state

hv
—
EXCITATION

hv

[ATOM)] —
DEACTIVATION

[ATOM™| [ATOM]

Brief history. Analytical atomic spectroscopy has taken more than
200 years to become the most widely used method for elemental ana-
lysis. Thomas Melville was the first to describe the principles of flame
AES in 1752, but it took another 100 years before Kirchoff and Bunsen
(1860) proposed the potential analytical relationship between ground or
excited state atoms and the absorption or emission of discrete spectral
radiation. All of these pioneering studies were performed by introducing
solutions of metals by various means into alcohol flames or flames sup-
ported on Bunsen burners. However, the analytical utility of these early
studies were limited by reproducibility of the analytical signal and this
limitation was not solved until 1929 when Lundegardh introduced new
designs for burners, nebulizers, gas control devices, and detection systems.
These instrumental advances were used in most of the early flame pho-
tometers. Although Kirchoff and Bunsen had introduced the concept of
atomic absorption in their original studies, it was not until 1955 that Walsh
and his collaborators developed analytical AAS. This advance was due to
their development of the sealed hollow cathode lamp as a spectral source of
radiation that avoided the need for high-resolution monochromators
to select and resolve the absorption lines. Eight years later Alkemade
(1963) and Winefordner (1964) independently introduced the idea of an-
alytical AFS. Finally in the 1960s and 1970s researchers (L’vov, Greenfield,
Fassel, and West) introduced nonflame atomizers in order to mini-
mize the spectral and chemical interferences that often occur in flames.

8.2 THEORY
8.2.1 Atomic emission spectroscopy

AES quantifies discrete radiation that is emitted by an excited atom
when it deactivates to the ground state. This energy of excitation is
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provided by thermal, chemical, or electrical means. If the atom reser-
voir is in thermodynamic equilibrium then the Boltzmann distribution
law gives the concentrations of atoms in the excited and ground states:

N;/N, = (g;/8,)e™ i/ KT

where N; and N, are the number densities of atoms in the excited (jth
state) and ground states, g; and g, the statistical weights of these states,
E; the energy difference between the jth and ground states, K the
Boltzmann constant; and T the temperature (K) of the atom reservoir.
The Boltzmann distribution law can only be used if excitation is pro-
duced by thermal collisions; the dominant process of excitation in
flames. This equation is not valid to explain excitation caused either by
chemical reactions in flames or by energetic collisions with excited
species (electrons, ions, metastable atoms) that occur in electrical dis-
charges or plasmas.

The concentration of atoms in the excited state is measured by
monitoring their spectral deactivation to the ground state. The radiant
power of this mechanism of deactivation is given by:

P = (hw, /ATI)(g;/g,)Aj o [[M]e /KT

where P is the flux of radiant energy per unit of solid angle and per unit
surface area in a direction perpendicular to the flame surface. A, _,, is
the transition probability per unit time of the transition from the jth to
the ground state, and [ is the thickness of atom reservoir along the axis
of observation from which the emitted photons are monitored. [M] is
the concentration of metal atoms and Av, is the energy of the emitted
photon. This equation demonstrates that the radiant power of the
spectral deactivation is directly proportional to the concentration of the
atoms and this linear relationship is followed providing that no inter-
ferences such as self-absorption occur. Self-absorption is the absorption
of radiation by ground state atoms and this interference increases with
the concentration of atoms. Also, this equation shows that small var-
iations in temperature will produce larger variations in the radiant
energy.

8.2.2 Atomic absorption spectroscopy

AAS measures the discrete radiation absorbed when ground state
atoms are excited to higher energy levels by the absorption of a photon
of energy. The radiant power of the absorbed radiation is related
to the absorption coefficient of the ground state atoms using the
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Beer Lambert equation:
Iy = Io)107 K0P

where I,,(;) is the radiant power of the incident radiation of wavelength
2, I;) the radiant power of the transmitted radiation at wavelength 4,
K ;) the absorption coefficient of the ground state atom at wavelength 4,
and b the path length.

This equation can be expressed in terms of absorbance (A;)) where:

Agy =log(Iy/Iowy) = Kb

The usual method of excitation of the ground state atoms is to use
an elemental spectral source (often a hollow cathode lamp) that emits
the atomic spectra of the analyte element. If the width of the emission
line from the spectral source is negligible compared to the absorption
line of the ground state atoms, and if it is assumed that the ab-
sorption profile is determined by Doppler broadening, then the ab-
sorption coefficient integrated over the absorption-line profile can be
approximated by the absorption coefficient at the absorption peak
maximum (K,,..). The relationship between K., and the number
density of ground state atoms is given by the following equation:

Kumax = (272/2p) (1n2/11)*° (T1e? /mc? )N, f

where lp is the Doppler width of the line; 1 the wavelength of the
absorption maxima; e and m the charge and mass of an electron, res-
pectively; ¢ the velocity of light; and f the oscillator strength (average
number of electrons per atom that can be excited by the incident radi-
ation (4)). Therefore, the absorbance is directly proportional to the
concentration of atoms, provided that the absorption profile is domi-
nated by Doppler broadening.

8.2.3 Atomic fluorescence spectroscopy

AFS quantifies the discrete radiation emitted by excited state atoms
that have been excited by radiation from a spectral source. There are a
number of mechanisms that are responsible for the atomic fluorescence
signal: resonance fluorescence, step-wise fluorescence, direct-line fluo-
rescence, and sensitized fluorescence. Generally, the lowest resonance
transition (1 —0) is used for AFS. If a line source is used for excitation
and if the atomic vapor is dilute, then the radiant power of the atomic
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fluorescence signal (Iy) can be related to the concentration of ground
state atoms by the following equation:

I (e2Q L/ f5OI1,QAN,)
" (6Mme2Aip) (2n2)

where Q¢ /4n and Qa/47 are the solid angles of fluorescence and exci-
tation that are measured by the instrument, or are incident upon the
atom reservoir, respectively; L the length of the atom reservoir in the
analytical direction; ® the atomic fluorescence quantum efficiency; Iy,
the integrated radiant power for the incident beam per unit area; 0 a
correction factor that accounts for the relative line widths of the source
and absorption profiles; and Alp the Doppler half width of the fluores-
cence profile.

On the basis of this equation it can be seen that the radiant power of
atomic fluorescence signal is directly proportional to the concentration
of the ground state atoms and to the radiant power of the exciting
radiation. Therefore, increasing the intensity of the incident beam will
improve the sensitivity of the technique.

8.3 INSTRUMENTATION

The following block schemas show the essential instrumental
features of the various atomic spectroscopy techniques. Clearly, there
are many similarities between these techniques. The subsequent
discussions will describe the instrumental components of these tech-
niques.

Atomic emission spectroscopy

O < [

ATOM RESERVOIR MONOCHROMATOR PHOTOMULTIPLIER READ OUT SYSTEM

Atomic absorption spectroscopy

* O == []

SPECTRAL ATOM
SOURCE  RESERVOIR MONOCHROMATOR PHOTOMULTIPLIER READ OUT SYSTEM

231



iranchembook.ir/edu

T.H. Risby
Atomic fluorescence spectroscopy

O < L]

ATOM RESERVOIR  MONOCHROMATOR  PHOTOMULTIPLIER READ OUT SYSTEM

S

SPECTRAL SOURCE

8.3.1 Atom reservoirs

The production of atoms is a common critical requirement of all
these techniques and there are various devices that can be used to
generate the atoms in analytically useful spectroscopic states. The
following schema summarizes the processes that occur during atomi-

zation:
Atomization
[SOLUTION] —  [AEROSOL]  —  [SOLID] — [VAPOR] _ —  [ATOM]|

NEBULIZATION DESOLVATION VOLATILIZATION DISSOCIATION

8.3.1.1 Flame atomizers

Flames have been traditionally the most popular atom reservoirs for all
atomic spectroscopic techniques since they provide the most convenient
way to generate atoms. Typically, solutions are aspirated into the ox-
idizer gas of a premixed hydrocarbon flame via a pneumatic nebulizer.
Direct nebulizers pass the entire liquid aerosol that is generated into
the flame, whereas indirect nebulizers pass only liquid aerosol particles
of a given size and size distribution. During passage through the flame,
the aerosol particles are desolvated, dissociated, and atomized. The
efficiencies and reproducibilities of these processes will define the limit
of detection that can be obtained and therefore considerable effort has
been expended in developing efficient and quantitative nebulizers and
atom reservoirs. The size and distribution of the aerosol particles will
play a major role in the atomization efficiency since if the aerosol drop-
lets are too large they may have insufficient residence time in the flame
to be completely atomized or if the aerosol droplets are too small they
can be desolvated in the nebulizer and be lost by collisions with the
walls. Therefore, for a given composition of flame gases and burner
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there will be an optimum size and size distribution for the aerosol
particles. The residence time available in the flame for atomization of
the sample is dependent upon the flow rates of the fuel and oxidizer,
and these flow rates are determined by the burning velocities of the
particular flame gas mixture. Most atomic spectrometers employ indi-
rect pneumatic nebulizers to generate a liquid aerosol of optimum size
and size distribution and for these devices only about 10% of the as-
pirated sample reaches the flame.

The flame properties will also affect the atomization efficiency. The
most popular flames used in analytical atomic spectroscopy are
air-acetylene or nitrous oxide-acetylene. The former has a flame tem-
perature of approximately 2300°C and the latter 2800°C. The increased
atomization efficiency of the nitrous oxide-acetylene flame is not solely
the result of the increase in flame temperature since this flame contains
significant concentrations of excited cyanogen radicals (CN*) whose
presence in the flame is exhibited by the emission of molecular bands in
the region 650nm (known as the red feather). The nitrous oxide-
acetylene flame is recommended for those elements that form stable
molecular species, such as refractory oxides, which can persist through
the flame without atomization (such as aluminum, barium, beryllium,
calcium, scandium, silicon, tantalum, titanium, uranium, vanadium,
tungsten, zirconium, the lanthanides, and the rare earths). High con-
centrations of the reactive excited cyanogen radicals will reduce re-
fractory oxides to atoms. The cooler air-acetylene flame is preferred for
a different group of elements that have low ionization potentials (such
as lithium, sodium, potassium, rubidium, and cesium). The hotter flame
could ionize these elements with the result that the atom concentra-
tions of the analyte species are reduced. There are a number of dis-
advantages to the use of flames as atom reservoirs and the most notable
are the quantity of sample required for analysis, the brief residence
time spent by the atom in the analytical zone of the flame, and the
chemical environment within the flame. As a result, a number of non-
flame atom reservoirs have been developed that generate atoms by
electrical energy in controlled inert environments.

8.3.1.2 Nonflame atomizers

Nonflame atom reservoirs have been developed for specific atomic
spectrometric techniques. Electrothermal atomizers (carbon rods, car-
bon furnaces, or tantalum ribbons) have been developed for AAS or
AF'S since they require the generation of ground state atoms, whereas
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atmospheric pressure inductively coupled argon plasmas have been
used to produce excited atoms for AES.

8.3.1.3 Electrothermal atomizers

The use of resistively heated carbon or tantalum rods, tubes, or fila-
ments to generate atoms by thermal energy has increased the sensitiv-
ities of AAS and AFS by factors of 40-4000. The majority of this
improvement in sensitivity is the result of increased residence time that
the ground state atoms spend in the analytical zone, with minor con-
tributions due to the reductions in chemical or spectral interferences
from the flame. Some of the materials of construction of these atomizers
can also play a role in the atomization processes since for example hot
carbon can increase the reduction of the analyte species. The mode of
sample introduction for these atomizers is to introduce a discrete aliquot
of sample into the atomizer with a microsyringe (sample sizes are ap-
proximately 5pul). The analyte is then dried, ashed, and atomized suc-
cessively by resistive heating of the atomizer with a time-controlled
ramp of low-voltage, high-current electricity. As a result of this mode of
sample introduction, the analytical response is a transient pulse as op-
posed to a steady-state signal that is produced when a sample is ne-
bulized continuously into a flame. Theoretically, the repeatability of the
response obtained by electrothermal atomization should be lower than
the flame since the peak signal for the former is dependent upon the
precision with which the volume of the sample can be introduced. How-
ever, the electrothermal atomizers can be carefully controlled so that
optimum temperatures can be obtained to dry, ash, and atomize the
sample, which is not possible with flames. Also automatic syringes
(usually injecting 50 ul) can be used to introduce the sample into the
non-flame atomizer. Electrothermal atomizers can ash the sample in
situ to destroy the sample matrix, which is a major advantage since
flame atomizers require samples to be preashed. This advantage
can also present difficulties unless precautions are taken to correct for
absorption due to molecular species by background correction. The
absorption profiles of molecular species are broad compared to the
absorption profiles of atomic species. Currently, most instrument man-
ufacturers use graphite furnace technology, which is based upon the
research by L’vov from the early 1970s. The major advantage of
the graphite furnace is that the atom vapor is maintained in the ana-
lyzer cell for significant periods of time allowing quantification to be
performed. Also it is easy to generate reproducible temperature-time
ramps to dry, ash, and atomize the elements of interest.
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8.3.1.4 Inductively coupled plasmas

Greenfield and Fassel independently proposed the use of atmospheric
pressure inductively coupled argon plasmas as atom reservoirs for
atomic spectroscopy. This proposition has revolutionized the field of
AES since this atom reservoir produces large concentrations of excited
atoms for most elements in the periodic table. The plasma torch is
produced by inductively coupling a high level (1.5kW) of radio fre-
quency energy (around 30MHz) to a flowing stream of argon. This
energy causes the argon to be ionized and various energetic species are
produced, such as metastable argon atoms, excited argon atoms, argon
ions and energetic electrons. These species will collide with the analyte
to produce excited atoms and ions via various fragmentation and ex-
citation mechanisms. The plasma torch has sufficient energy to excite
most elements and will also populate multiple energy levels for a
given element with the result that this atom reservoir is useful for
multielement analysis. The population of different energy states for a
given element allows more sensitive lines to be used for trace levels of
analytes and less sensitive lines for higher concentrations of analyte
atoms. This capability enables wide concentrations of samples to be
determined without the problem of nonlinearity of response versus
concentration. The analyte solutions are nebulized into the argon sup-
port using an ultrasonic nebulizer (3 MHz) and desolvation system. The
desolvation system is necessary since this nebulizer is more efficient
than pneumatic nebulizers and without predesolvation the plasma is
cooled significantly. Inductively coupled plasmas have also been used
successfully as the ionization source for elemental analysis by mass
spectroscopy replacing arc and spark sources.

8.3.2 Spectral sources

8.3.2.1 Continuous sources

High-pressure electrical discharges were the first sources used in atomic
spectroscopy. These sources consist of a sealed tube filled with a gas
containing two electrodes. A voltage is applied between the electrodes
and at a given voltage an electrical discharge is initiated. Electrons are
accelerated by the potential difference between the electrodes and collide
with the filler gas to produce excited molecules, atoms, and ions. At low
gas pressures, the predominant output from these lamps is atomic line
spectra characteristic of the filler gas, but as the pressure is increased
the spectral output is broadened and a continuous spectra are produced.
Hydrogen, deuterium, and xenon are the most widely used gases.
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8.3.2.2 Line sources

Hollow cathode lamps

The introduction of sealed hollow cathode lamps by Walsh and his col-
laborators was the single event that revolutionized the field of atomic
spectroscopy in the mid-1950s. These devices consist of a hollow cylin-
drical cathode manufactured from the element of interest. This cathode
and an anode are sealed inside an optically transparent envelope with a
quartz front window that is inline with the cathode. The lamp is filled
with a low pressure (1-3torr) of an inert gas (usually neon or argon).
The hollow cathode lamp operates by producing inert gas discharge that
sputters or vaporizes the element of interest from the cathode. These
atomic species are subsequently excited by collision with inert gas ions,
energetic inert gas atoms, or electrons to produce excited atoms that
deactivate by the emission of characteristic photons. Cathodes can even
be manufactured from nonelectrically conducting materials by the judi-
cious choice of alloys. Once the discharge is struck a stable glow dis-
charge is produced and the hollow cathode lamps can be operated with
the minimum current. This operating procedure maintains a stable
discharge and ensures that the spectral line output is not broadened.
Hollow cathode lamps are available for most of the elements in the
periodic table and multielement sources have been made using cath-
odes manufactured from mixtures of elements.

Electrodeless discharge lamps

In the 1960s and 1970s, Rains, West, Dagnall, and Kirkbright developed
electrodeless discharge tubes as intense line sources for AAS and AFS.
These lamps are easy to manufacture in the laboratory and consisted of
sealed quartz tubes containing the element of interest or its halide, and
low pressure (1-3torr) of an inert gas usually argon. Energy in the
microwave region (2.45 GHz) is supplied to the tube by placing it in a
resonant cavity. The discharge is initiated by supplying electrons with a
Tesla coil and intense atomic spectra of the element are obtained.
Typically, these lamps produce higher intensity atomic spectra than the
corresponding hollow cathode lamp however often the spectral outputs
of these lamps are less stable.

8.3.3 Monochromators

The requirements for wavelength dispersion are very different for AES
as compared to the spectral requirements of AAS and AFS. For
AES it is essential to monitor only the radiation that results from
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the desired atomic transition and high-resolution monochromators
(dispersion > 1.6 nm/mm of slit width) are required. The usual mode of
operation is to monitor the intensity at a selected wavelength and then
repeat the determination at a different wavelength. However, induc-
tively coupled plasma-AAS with its ability to perform concurrent multi-
element analysis requires a different design of monochromator. The
most popular design involves monitoring the first-order spectrum of a
concave grating spectrometer by placing suitable photosensitive devices
on the Rowland circle. These photosensitive devices can be a photodiode
array in which each element in the array can be monitored separately
or else multiple fixed exit slits with photomultipliers placed at each slit.
This latter arrangement is often called a quantometer or polychroma-
tor. Obviously there are a limited number of wavelengths that can be
measured with this type of spectrometer with photomultipliers al-
though advances in photodetection devices are reducing this limitation.
The wavelength dispersion requirements for AASs and AFS are much
less demanding than AES since the hollow cathode lamp is already
producing radiation that is characteristic of the element under inves-
tigation. Therefore, the monochromator has only to separate the emis-
sion line of interest from other nonabsorbing lines. Theoretically,
interference filters could replace these monochromators.

8.3.4 Read-out systems

Photomultipliers are generally used to convert the spectral radiation to
an electrical current and often phase-sensitive lock-in amplifiers are used
to amplify the resulting current. AES and AFS require similar read-out
systems because both methods are measuring small signals. The diffi-
culty associated with both these methods is the separation of the signal
for the atomic transition of interest from the background radiation
emitted by excited molecular species produced in the atom reservoir. AF'S
phase locks the amplifier detection circuit to the modulation frequency of
the spectral source. Modulation of the source is also used in AAS.

8.4 GENERAL CONSIDERATIONS
8.4.1 Atomic emission spectroscopy

AES quantifies the deactivation of excited atoms. Atom reservoirs
will also produce excited molecules that could interfere with the sub-
sequent analysis since emission from excited molecular species is broad
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compared to the emission from excited atomic species. Multielement
AES can identify and quantify concurrently all the elements contained
in a sample, which is a major advantage compared to the single-element
techniques, atom absorption, and AFS. Until the introduction of in-
ductively coupled plasmas as atom reservoirs for AES, the number of
elements that could be determined was limited by the available flame
energy. Only those elements with low excitation energies could be de-
termined unless arcs or sparks atom reservoirs were used. These latter
types of atom reservoirs are not suitable for trace and ultratrace ana-
lysis as a result of extensive molecular spectral interferences. The cur-
rent awareness of the importance of complex antagonistic and/or
synergistic interactions between elements has increased the interest in
rapid multielement analyses and inductively coupled plasma-AES is
ideally suited for this application. Internal standards are generally
added to the sample to aid identification and the selection of internal
standards (such as gallium and yttrium) is based on the composition of
the matrix. These elements enable chemical or spectral interferences to
be subtracted. Theoretically, the inductively coupled plasma source
should have sufficient energy to atomize all the elements in the sample
and sample pretreatment should be minimal.

8.4.2 Atomic absorption spectroscopy

The instrumental requirement and cost of atomic absorption spectro-
meters are considerably less than those for multiwavelength atomic
emission spectrometers. AAS quantifies the concentration of the ele-
ment on the basis of the absorption of radiant energy by ground state
atoms and the analytical response is based on the difference between
the incident radiation and the transmitted radiation, i.e., the difference
between two large signals. Therefore, it is imperative to use a spectral
source with a very stable spectral output unless a double-beam spec-
trometer is used. Generally, the radiation from the spectral source is
electronically modulated so that it can be selectively amplified with a
lock-in amplifier. This mode of detection discriminates against the
continuous background radiation from other species present in the
atom reservoir. The usual sources of radiation for AAS are hollow
cathode lamps that are available for most elements. The major limi-
tation of AAS is the need to use a different hollow cathode lamp for each
element since the spectral stability of multielement hollow cathode
lamps is often poorer than single-element lamps. No spectral interfer-
ences from other elements are observed with AAS although spectral
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interferences can be produced by molecular species. Molecular spectral
interferences can be minimized by the use of background correction
with a hydrogen or deuterium continuum source or on the basis of the
Zeeman effect, which occurs when energy levels are split by placing
atoms in an external magnetic field. Molecular interferences are more
significant with electrothermal atomizers than with flames. Since the
magnitude of the absorbance is proportional to the path length, atom
reservoirs have been designed so that the maximum concentration of
ground state atoms are in the incident beam which is exactly opposite to
the designs for atomic emission to AFS. The latter sources should be
thin in the direction of measurement to avoid self-absorption. AAS can
be used to quantify selectively any element that can be produced in the
ground state, provided that a suitable spectral source is available.
These spectral sources also allow facile optimization of the monochro-
mator to the absorption maximum. The analytical response is displayed
as a percent transmission or else as the logarithm of the percent trans-
mission by the use of logarithmic amplifiers.

8.4.3 Atomic fluorescence spectroscopy

The instrumental requirements of AFS are the same as that of AAS
with the exception that the incident radiation is at right angles to the
analytical measurement direction. The atomic fluorescence signal is
amplified with a phase-sensitive amplifier that is locked into the modu-
lated incident radiation. AF'S is more sensitive than AAS since the limit
of detection is defined as the minimum detectable signal as opposed to
minimum difference that can be measured between two large signals.
Theoretically, the excitation source can be a continuum source, since
only the radiation that has the energy that corresponds to
the electronic transition will be absorbed and therefore the atom reser-
voir is acting as a high-resolution monochromator. However, prac-
tically most continuum sources do not have sufficient intensity at
the wavelength of interest to produce analytically useful atomic fluo-
rescence signals. AFS will quantify selectively any ground state atom
that can be excited with incident radiation. The sensitivity of AFS is
superior to the other atomic spectrometric techniques for a number of
elements (Ag, Cu, Cd, Ni, Sb, Se, Te, Tl, and Zn). AFS is virtually
free from spectral interferences although light scattering of the inci-
dent radiation can occur when samples with high solid contents are
analyzed. This interference only occurs if resonance fluorescence is
studied.
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8.5 ANALYTICAL METHOD

Elemental analysis can be performed at ultratrace levels with any
atomic spectrometric technique and the final selection is based on the
identity and the number of elements to be determined. The initial step
that is common to all analyses by atomic spectroscopy is the generation
of a homogeneous solution.

8.5.1 Sample preparation

All reagents and solvents that are used to prepare the sample for ana-
lysis should be ultrapure to prevent contamination of the sample with
impurities. Plastic ware should be avoided since these materials may
contain ultratrace elements that can be leached into the analyte solu-
tions. Chemically cleaned glassware is recommended for all sample
preparation procedures. Liquid samples can be analyzed directly or
after dilution when the concentrations are too high. Remember, all
analytical errors are multiplied by dilution factors; therefore, using
atomic spectroscopy to determine high concentrations of elements may
be less accurate than classical gravimetric methods.

The preparation of aqueous solutions from solids is usually per-
formed after the sample has been ground to a powder of uniform size.
Sometimes, samples can be only sparingly soluble in water and there-
fore organic solvents may be used to dissolve the sample. Organic sol-
vents can increase the sensitivities of atomic spectrometric analyses as
a result of increases in the efficiencies of the nebulization of the analyte
solutions. When organic solvents are used to dissolve samples non-
selective ligands should be added to complex ionic species that would
otherwise be insoluble in the organic solvent.

Although atomic spectroscopy can be element selective, large ex-
cesses of organic compounds present in the sample matrix may cause
spectral interferences that will limit the sensitivities of the analyses.
These interferences are caused by stable molecular species that are
produced during atomization and various physical and chemical meth-
ods have been developed to remove them prior to the analysis. Physical
methods use thermal (muffle furnace) or electrical (electrical dis-
charges) energy in the presence of oxygen to completely oxidize the
organic matrix to carbon dioxide and the elements of interest remain in
an oxide ash. This inorganic residue is dissolved with acid solvents.
Electrical discharges are preferred over the muffle furnaces when
volatile elements (mercury, cadmium, lead, zinc, and metaloids) are
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present in the sample since the probability of the loss of these elements
is increased with high temperatures and long ashing times. Chemical
digestion with strong acids or strong bases in the presence of oxidizing
agents are more commonly used since the final product can be diluted
and analyzed directly. Careful selection of the acid used in the digestion
should be made since explosive products, such as metal perchlorates or
insoluble salts can be produced during the digestion. A different ap-
proach to the destruction of the organic matrix is to use solvent ex-
traction coupled with selective complexing agents. This approach
enables the elements of interest to be separated from the bulk sample
and various extraction schemes have been proposed. The major advan-
tage of this approach is that a concentration step is introduced during
this sample preparation step.

8.5.2 Selection of an analytical procedure

Generally, extensive prior information is known about the sample in
terms of the elemental composition and in these cases methods of
analysis can be selected that will provide the desired result. However, if
this information is not available or else a more general survey of ultra-
trace elements is required, then AES with an inductively coupled
plasma source is the only atomic spectrometric technique that can
provide these data at ultratrace levels.

The selection of a technique to determine the concentration of a
given element is often based on the availability of the instrumentation
and the personal preferences of the analytical chemist. As a general
rule, AAS is preferred when quantifications of only a few elements are
required since it is easy to operate and is relatively inexpensive.
A comparison of the detection limits that can be obtained by atomic
spectroscopy with various atom reservoirs is contained in Table 8.1.
These data show the advantages of individual techniques and also the
improvements in detection limits that can be obtained with different
atom reservoirs.

Certain volatile elements must be analyzed by special analytical
procedures as irreproducible losses may occur during sample prepara-
tion and atomization. Arsenic, antimony, selenium, and tellurium are
determined via the generation of their covalent hydrides by reaction
with sodium borohydride. The resulting volatile hydrides are trapped in
a liquid nitrogen trap and then passed into an electrically heated silica
tube. This tube thermally decomposes these compounds into atoms that
can be quantified by AAS. Mercury is determined via the cold-vapor
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TABLE 8.1
Detection limits for atomic spectroscopic analysis (ug/l)
Atomic emission Atomic absorption Atomic
spectroscopy spectroscopy fluorescence
spectroscopy
Element Flame Inductively Flame Electrothermal Flame
coupled atomizer
plasma
Ag 1 15 0.005 0.1
Al 200 1 50 0.1 2
As 50,000 2 150 0.03% 100
B 30,000 1 1000 20
Ba 30 0.05 15 04 8
Be 1000 0.09 1.5 0.008
Bi 40,000 1 30 0.05 3
Ca 5 0.05 2 0.01 20
Ce 10,000 1.5
Cd 6000 0.1 0.8 0.002 8
Co 1000 0.2 7 0.15 1000
Cr 1000 0.2 5 0.004 1
Cs 5 15
Cu 100 04 1.5 0.01 1
Dy 100 0.5 50
Er 300 0.5 60
Eu 3 0.5 30
Fe 700 0.1 5 0.06 30
Ga 70 1.5 70 0.9
Gd 2000 1 2000
Ge 600 1 300 15,000
Hf 75,000 1 300
Hg 40,000 1 300 0.009" 100
In 30 1 50 100
Ir 100,000 1 900
K 3 1 5
La 1000 0.4 3000
Li 0.003 0.3 1 0.06
Lu 200 0.2 1000
Mg 200 0.04 0.5 0.004 0.2
Mn 100 0.1 1.5 0.005 0.4
Mo 30 0.5 50 0.03 12
Na 1 0.5 0.5 0.005 100,000
Nb 1000 1.5 1500
Nd 1000 2 1500
Ni 600 0.5 10 0.07 2
P 4 130
Pb 3000 1 10 0.05 30
Pd 1000 2 30 0.09 500
Rb 2 5 5 0.03
continued

242



iranchembook.ir/edu

Atomic spectroscopy

TABLE 8.1 (continued)

Atomic emission Atomic absorption Atomic
spectroscopy spectroscopy fluorescence
spectroscopy
Element Flame Inductively Flame Electrothermal Flame
coupled atomizer
plasma
Re 1000 0.5 750
Rh 300 5 6
Ru 300 1 100 1.0
Sb 20,000 2 45 0.05
Sc 70 0.2 30
Se 4 100 0.03* 150
Si 5000 10 90 1
Sn 600 2 150 0.1 0.3
Ta 18,000 1 1500
Tb 1000 1 1000 50
Te 20,000 2 30 0.03% 50
Th 150,000 3 100
Ti 500 0.4 100 0.35 5
T1 90 2 20 0.1 4
Tm 200 0.6 20
U 10,000 11 12000
A% 300 0.5 100 0.1 50
A 4000 1 1500
Y 300 0.2 100
Yb 50 0.1 40
Zn 50,000 0.2 2 0.02 0.04
Zr 50,000 0.5 500

#Analysis via hydride.
b Analysis via cold-vapor technique.

technique with AAS. The cold-vapor technique employs chemical re-
ducing agents to generate mercury atoms that are flushed into an ab-
sorption cell. Another method to generate mercury atoms uses
amalgamation followed by the release of the mercury vapor by heat-
ing the amalgam. All of these procedures provide excellent sensitivities
for volatile elements since the atoms can be directed into absorption
cells that will optimize the analytical responses.

8.5.3 Quantification
The quantification of ultratrace elements by atomic spectroscopy

should be performed on the basis of the addition of a series of known
concentrations of the element(s) to the sample and quantifications are
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based on the method of standard additions. This method is preferred
over comparisons of the analytical responses with standard calibration
curves since the latter approach is fraught with potential problems.
These standard additions should be made prior to any digestion or
solvent extraction steps in order to correct any loss of sample during
the sample preparation protocols. Additionally, this method will show
whether the matrix is producing interferences with the selected ana-
lytical procedure.

8.5.4 Speciation

On the basis of the preceding discussion, it should be obvious that
ultratrace elemental analysis can be performed without any major
problems by atomic spectroscopy. A major disadvantage with elemental
analysis is that it does not provide information on element speciation.
Speciation has major significance since it can define whether the ele-
ment can become bioavailable. For example, complexed iron will be
metabolized more readily than unbound iron and the measure of total
iron in the sample will not discriminate between the available and
nonavailable forms. There are many other similar examples and ana-
lytical procedures that must be developed which will enable elemental
speciation to be performed. Liquid chromatographic procedures (either
ion-exchange, ion-pair, liquid-solid, or liquid-liquid chromatography)
are the best methods to speciate samples since they can separate solutes
on the basis of a number of parameters. Chromatographic separation
can be used as part of the sample preparation step and the column
effluent can be monitored with atomic spectroscopy. This mode of op-
eration combines the excellent separation characteristics with the ele-
ment selectivity of atomic spectroscopy. AAS with a flame as the atom
reservoir or AES with an inductively coupled plasma have been used
successfully to speciate various ultratrace elements.

8.6 CONCLUSIONS

Atomic spectroscopy is an excellent method of analysis for trace or
ultratrace levels of many elements in the periodic table. The major
disadvantage of all atomic spectroscopic methods is that they provide no
information on the oxidation state of the element or its speciation. This
disadvantage can be redressed by the use of selective reagents coupled
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with solvent extraction or by separation with various chromatographic
methods. Another potential limitation is that most atomic spectroscopic
methods require the sample be in solution. Instrumental advances in
atomic spectroscopy during the last decade have been in two areas:
design and operation of inductively coupled plasmas and the use of
microprocessors for data display. Commercially available equipment
has become more stable and user friendly.

REVIEW QUESTIONS

1. Why are spectral interferences less important in atomic absorption
spectroscopy and atomic fluorescence spectroscopy than atomic
emission spectroscopy?

2. Fluctuations in the coupling of radio frequency energy occur in
inductively coupled plasmas. Which atomic spectroscopic technique
will be more affected by these fluctuations? Explain your answer.

3. Which atomic spectroscopic technique will benefit from the avail-
ability of a tunable laser that provides radiation in the visible and
ultraviolet region of the electromagnetic spectrum?

4. If you were asked to suggest improvements to instrumentation for
atomic spectroscopy what areas would you propose? What is the
basis for your selection?

5.  What is the difference between the shape of the burner supporting
a flame in atomic emission, atomic absorption, and atomic fluores-
cence spectroscopy? What is the theoretical basis for these differ-
ences?
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Chapter 9

Emission methods

C.H. Lochmiiller

9.1 INTRODUCTION

The term emission here refers to the release of light from a substance
exposed to an energy source of sufficient strength. If you leave a poker
in a fire for a while and take it out, the fire exposed end will seem to
glow a reddish orange or even yellow. These colors are the visible
emission but even the warm handle of the poker emits light in the
longer wavelength infrared. Figure 9.1 shows the visible part of con-
tinuous and discrete or line emission spectra. The continuous spectrum
is rainbow-like in its transition from blue to red. Of more analytical
interest is emission spectrum showing discrete lines.

The most commonly observed line emission arises from excitation of
atomic electrons to higher level by an energy source. The energy emitted
by excited atoms of this kind occurs at wavelengths corresponding to the
energy level difference. Since these levels are characteristic for the
element involved, the emission wavelength can be characteristic for the
element involved. Sodium and potassium produce different line spectra.

Excitation can be achieved using heat as in a flame, an electrical field
or light. Different instrumental methods use different excitation

Continuous Spectrum

Emission Spectrum

Fig. 9.1. Emission can be continuous across all wavelengths or at discrete
wavelengths (shorter wavelength on right and longer on the left).
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sources ranging from the flame of a combustible gas to a beam of elec-
trons or even x-rays. Many elemental composition determination meth-
ods are reasonably enough based on atomic emission spectroscopy or,
more properly, spectrometry. The hardware and data collection strat-
egies are different in form but share general principles. Emission
spectrometry is not limited to atoms, of course, and molecular emission
is a very powerful approach for both qualitative and quantitative de-
termination as well.

Emission methods can offer some distinct advantages over absorp-
tion of light methods in the determination of trace amounts of material.
It is possible to detect single photons and for that matter single atoms.
Absorbance methods involve measuring the reduction of light intensity
in a constant high level of light energy source. By recalling Beer’s Law:

A =abc

where A is absorbance, ¢ the molar concentration, b the path length and
a the molar absorptivity, the problem is revealed. An absorbance of
value 1 indicates a change in observed light of a factor of 10. Clearly at
very low ¢, the measurement involves a very small change in the in-
tensity or power of the light passing through path . In emission there
is no light if there is no emission and the challenge is to see the ap-
pearance of light in ideally total darkness. Put in human terms, on a
dark night it is possible to see a burning match at a distance of almost
2km but in bright sunlight it is a much bigger challenge to detect a
match go out at the same distance.

Molecular emission is referred to as luminescence or fluorescence
and sometimes phosphorescence. While atomic emission is generally
instantaneous on a time scale that is sub-picoseconds, molecular emis-
sion can involve excited states with finite, lifetimes on the order of
nanoseconds to seconds. Similar molecules can have quite different ex-
cited state lifetimes and thus it should be possible to use both emission
wavelength and emission apparent lifetime to characterize molecules.
The instrumental requirements will be different from measurements of
emission, only in detail but not in principles, shared by all emission
techniques.

9.2 ATOMIC EMISSION SPECTROMETRY

Perhaps, the most classical method involving atomic emission is also the
simplest. If one takes a clean platinum wire fitted with a wooden handle
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and places the wire in the flame of a Bunsen burner the wire will heat
and glow red. Dip the wire in a solution of sodium chloride and repeat
the exposure to the flame. The flame glows yellow because of the flame-
excited emission of sodium (there are actually two lines quite close to-
gether). Clean the wire in water and repeat with a solution of potassium
chloride and observe a red flame instead. A mixture of sodium and po-
tassium gives a yellow flame. What is needed is a method of wavelength
selection and the simplest is a filter which will pass potassium’s emis-
sion but not sodium. A sheet of “cobalt blue’’ glass will achieve this and
the yellow flame will appear red if viewed through this filter.

This method is used to determine sodium and potassium in food,
water and blood serum. The flame can be hydrogen/oxygen, methane/
oxygen or methane/air fueled. Wavelength selection can be by filter,
prism Fig. 9.2 or grating and by either one or two detectors.

In this case, sodium emission is monitored at a wavelength of
589.6 nm and potassium at a wavelength of 769.9 nm. The intensity of
emission is calibrated with appropriate standards for the samples to be
analyzed. In this way it is possible to automatically determine ~100
values of sodium and potassium for 100 samples/h using modern clini-
cal instruments. Limits of detection are sub-ppm and for serum values
~140 mg/m the range of reproducibility is on the order of 2-3%.

It would be possible to write an entire book on the topic of emission
spectrometry instrumentation devoted only to solution samples. There
has been a literal mountain of research devoted to better thermal
sources—gas flame, gas plasma and shrouded flames for often as a fluid
sample in the form of an aerosol which is dried in the flame and the
atoms in the “salt” are then excited. Clearly, the flow rate into a
nebulizer that forms the aerosol must be constant, the droplet size
consistent and more.

Fig. 9.2. Light from the emission source is broken into line components with a
prism. A grating would provide the same result.
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9.3 X-RAY EMISSION

X-ray emission is often called x-ray fluorescence (XRF) because the
excitation source is a beam of x-rays of higher energy/shorter wave-
length (see Chapter 7). X-ray emission has line structure and different
elements produce characteristic x-rays of different wavelength al-
though the spectroscopic axis is presented in energy terms rather than
frequency of wavelength per se. This is likely a result of the historic
origins of this measurement area in physics.

The production of x-rays in XRF requires a primary x-ray excitation
source from an x-ray tube or a radioactive source. This x-ray energy
strikes a sample, the x-ray photon can either be absorbed by the atom
or be scattered through the sample material. The process in which an
x-ray is absorbed by the atom is the origin of the spectra seen by the
experiment’s operator. Transferring all of its energy to an innermost
electron is called the photoelectric effect and in this process, assuming
the primary x-ray photon had sufficient energy, electrons are ejected
from the inner shells of the sample atoms creating vacancies. These
vacancies create an unstable condition for the atom and then return to
a stable condition, electrons from the outer shells are transferred to the
inner shells. The result is the emission a characteristic x-ray whose
energy is the difference between the two binding energies of the cor-
responding shells. Each element has a unique set of energy levels and,
as a result, each element produces x-rays of a unique energy values.
With care, this permits elemental determination to be done in a non-
destructive manner. In most cases, it is the innermost K and L shells
that are involved in XRF detection. A typical x-ray spectrum from an
irradiated sample will display multiple peaks of different intensities
reflecting the distribution of elements and their relative mole fraction
(Fig. 9.3).

It is possible to produce x-rays with a high-energy electron beam.
There are two kinds of x-ray processes involved. One can be understood
using classical physics and is called brehmstrahlung. In this process we
come to understand that x-rays come from the energy given up by the
high-energy electrons as they collide with matter. The second process
involves the same K-shell ejection of an electron followed by return to
the stable state of the atom with the emission of an x-ray as described
previously.

Scanning electron microscopy (SEM) can produce images of surface
and objects at high magnification. If the scanning of the electron beam
is also coupled to detection of x-rays from the electron impact on the

250



iranchembook.ir/edu

Emission methods

X-Ray Fluorescence of Lead from "Cd
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Fig. 9.3. X-ray fluorescence of lead from '°°Cd.

sample, it is possible to produce elemental maps of materials in this
way. Many modern SEM instruments include this ability.

Lochmuller, Walter, Galbraith and coworkers realized that if one
could use a source of excitation far removed in wavelength from K- and
L-shell wavelengths, less background would be present in the collected
spectra arising from scattered excitation source x-rays. Using high-pu-
rity hydrogen gas, one can produce hydrogen atoms that can be con-
verted into free protons. These protons can then be accelerated in an
electrical field on the order of MeV and if the geometry is correct a beam
of high-energy protons can be made to bombard a sample. They named
this technique PIXE for proton-induced, x-ray emission and applied it
to chemical and biological sample materials. It is possible to quantita-
tively estimate—for example heavy metals—in tissue at the sub-ppb
level. Gutknecht and Walter actually showed that it was possible to use
PIXE to map heavy metal distribution in lyophilized human lung tissue
and demonstrated that lead inhaled by tobacco smokers is concentrated
in certain features in the lung rather than being uniformly distributed.

A great deal of discussion about elemental determination methods
focuses on minor, trace, ultra-trace levels of analyte presence in rela-
tively large volume samples. There is another area equally challenging
and that involves elemental determination at major and minor con-
centration in very small volume/low mass samples. Lochmuller and
Galbraith used PIXE to study the metal content of carbonic anhydrase
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(the enzyme that regulates bicarbonate-carbon dioxide in the blood-
stream of mammals). In this case, researchers had removed the native
Zn atom in bovine carbonic anhydrase and replaced it with Co. The goal
was to study the effect on catalytic activity of different transition met-
als. The synthesis was done by exposing the metal-free form of carbonic
anhydrase (the apo-form) to a solution of cobalt ions. Using PIXE,
Lochmuller and Galbraith showed that the resulting protein contained
Co, Ni, Cu and even Cr. The reason for the distribution of metals lies in
the synthetic route and the relative stability constants of the products.

Me*""apo-CA —MeCA

Given the reaction and the very high stability constants involved, the
production of cobalt carbonic anhydrase would require a solution not of
“ACS-grade” cobalt nitrate but a 99.999999999999 ... 999% pure cobalt
nitrate solution. What happened in the lab synthesis was that trace
metals in the ACS-grade salt were selectively bound to the apo-carbonic
anhydrase because their stability constant advantage was orders of
magnitude over that of cobalt. The sample used to discover this was
sub-milligram in mass.

9.3.1 Detectors for x-rays

The engineering details of how one obtains x-ray emission spectra are
beyond the scope of this chapter. The principle of detection is related
to the same interaction with matter model used to explain the origin of
x-rays. In the case of detection, x-rays impinge on a semi-conductor and
expend their energy. The result is a current from electrons promoted to
what is called the conduction band of the semi-conductor because of the
energy transfer. The number of electrons is proportional to the energy
transferred by a given x-ray photon and the total current over time
is related to the number of atoms emitting the x-rays. In recent times
Si-PIN photodiodes have been adapted for use as x-ray detectors.

9.4 MOLECULAR LUMINESCENCE/FLUORESCENCE

Molecular fluorescence is a powerful tool for analysis and has many
applications in chemistry, biological chemistry and in the health sci-
ences. The schematic instrumental geometry is shown in Fig. 9.4.
Light from the broadband source is “filtered” by a wavelength se-
lector and then passed into the sample container. If fluorescence occurs,
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Fig. 9.4. Schematic of the components of a fluorescence detector.

then the light passes through the output wavelength selector to a de-
tector and appears as output. Scanning the output detector will produce
a spectrum.

The intensity of the light emitted is proportional to the number of
molecules undergoing fluorescence. It is possible to quantify the con-
centration of the fluorescent molecules as a result. The output is given
as Output = £C where Output is not at the excitation wavelength. The
C is concentration and % is a constant of proportionality. The k£ accounts
for the power of the source, the efficiency of the fluorescence process
(photons out for photons in) and the path length of light from the
source in the sample and of the emitted light leaving the source toward
the detector. The most common geometry is for the emission to be
observed at right angles to the path of the excitation light. Note that the
output should be zero if there is no fluorescence. Just as clearly, if the
molar absorptivity of the sample at the excitation wavelength is zero,
the output is also zero.

The dynamic range of the fluorescence experiment is related to a
number of factors but it can be orders of magnitude. It is possible, for
example, to determine quinine in water from nanomolar to millimolar
concentration by direct measurement. Quinine fluorescence is familiar
to most people that have noticed the blue glow of quinine tonic water in
sunlight.

Scattering of excitation light in the direction of the detector and of
the emitted light can influence the precision of the measurement. At
very high concentration of analyte, emission may not be seen because
most of the exciting light is absorbed near the wall of the sample
cell. The fact is that most molecules do not fluoresce and cannot be
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determined using this method. This can be an advantage if the analyte
of interest is fluorescent and is in a solution of otherwise non-fluorescent
molecules.

Expected fluorescence yield can be complicated by a variety of
quenching processes. Some of these include:

1. Collisional quenching. Molecules in the excited state collide with
other molecules and transfer the excited-state energy in a spect-
rally dark fashion. Excitation did occur but fluorescence was not
observed. Oxygen quenching is common example of solution im-
purity collisional quenching and oxygen is a particularly efficient
quenching agent. Fortunately, purging or sparging the solution
with nitrogen or argon will extract oxygen and eliminate this
source of emission intensity loss.

2. Energy transfer quenching. If an impurity is present whose first
excited singlet state is below that of the excited state of the analyte
then energy can be transferred to the impurity and fluorescence is
not seen. This does not have to involve collision and non-radiation
transfer can occur. Aromatic molecules are particularly a source of
this interference. Removal is an option but sometimes dilution is a
solution if the desired fluorescence can still be measured at lower
concentration.

3. Concentration quenching. In this case, quenching occurs because of
the formation of an association between excited state and ground
state, which if homo-molecular is called the excimer formation. The
subsequent processes can be radiationless or the complex can emit
at much longer wavelength and effectively not be detected.

Quenching can actually be used to create analytical methods. An
example is that of fluorescent antibody assay. Here, a fluor is bound to
an antibody but the binding constant is less than that for the anti-
body-antigen pair for which the antibody was generated. Binding
quenches the fluorescence of the fluor. When a solution containing
the native antigen is mixed with the fluor complex, the fluor is released
and can fluoresce normally. There are numerous examples of this
approach.

A clever adaptation of a special kind of fluorescence where
the energy source is a chemical reaction is called chemiluminescence.
The common firefly uses such a reaction to generate light in the
green-yellow end of the visible light spectrum. The reaction involves an
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enzyme luciferinase on the substrate luciferin with ATP as the energy
source. The luciferin and luciferinase can be obtained by harvesting
these bugs. The analytical method introduced by DuPont involves the
detection of bacteria in milk utilizing the fact that a living bacterial
culture synthesizes ATP. By mixing the enzyme, substrate and milk in
a buffer and measuring the light emitted is a direct measure of bacterial
content. Absence of ATP effectively prevents the reaction and the
process is quenched.

There are other examples of how quenching can be used in answer-
ing questions of accessibility to and of distance between chemically
bound fluorophores. The first of these is best illustrated by the question
of solution accessibility to fluorescent amino acid elements in a folded
protein. Quenching of the fluor when in a crevice of an enzyme, can be
studied using quenching agents of varying sizes dissolved in the con-
tacting buffer solution. Fluors on the surface of a globular protein are
readily accessible to heavy-metal ions, such as lead and are readily
quenched. Those in the interior of the protein or in crevices where large
ions cannot reach remain unquenched.

Lochmiiller and coworkers used the formation of excimer species to
answer a distance between site question related to the organization and
distribution of molecules bound to the surface of silica xerogels such as
those used for chromatography bound phases. Pyrene is a flat, poly
aromatic molecule whose excited state is more pi-acidic than the ground
state. An excited state of pyrene that can approach a ground state
pyrene within ~7 A will form an excimer Pyr*+Pyr < (Pyr)s*. Mono-
mer pyrene emits at a wavelength shorter than the excimer and so
isolated versus near-neighbor estimates can be made. In order to do this
quantitatively, these researchers turned to measure lifetime because
the monomer and excimer are known to have different lifetimes in
solution. This is also a way to introduce the concept of excited state
lifetime.

The excited state of a molecule can last for some time or there can be
an immediate return to the ground state. One useful way to think of
this phenomenon is as a time-dependent statistical one. Most people are
familiar with the Gaussian distribution used in describing errors in
measurement. There is no time dependence implied in that distribu-
tion. A time-dependent statistical argument is more related to “If I wait
long enough it will happen!” view of a process. Fluorescence decay is
not the only chemically important, time-dependent process, of course.
Other examples are chemical reactions and radioactive decay.
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9.4.1 Statistical aspects of fluorescence decay

The following argument was used first by E. V. Schweidler in 1905 to
describe radioactive decay but it applies to all similar kinetic processes.
The fundamental assumption is that the probability p of an event
occurring over a time interval d¢ is independent of past history of a
molecule; it depends only on the length of time represented by d¢ and
for sufficiently short intervals is just proportional to d¢. Thus, p = kd¢
where % is a constant of proportionality characteristic of the process
being awaited. In fluorescence decay it is characteristic of the kind of
molecule in chemical terms.

The probability of a molecule not returning to the ground state over
the interval d¢ is simply (1—p) = 1—k d¢. A molecule “surviving’’ d¢ then
the probability of no return over the next interval is again 1—d¢. Using
the law for compounding probability, the chance of surviving both is
(1—kt)2. Clearly for n such intervals the probability of remaining in the
excited state is (1—k¢)". The total time waited is n d¢ = ¢ and we then
have (1—k¢/n)". If the interval is made indefinitely small and n grows to
infinity, we approach the limit in (1—k¢/n)”. This is identical to the
expression e* = limit (1+x/n)" as n becomes infinite.

If now we consider a large number of molecules Ny, the fraction still
in the excited state after time ¢ would be N/N, = e where N is the
number unchanged at time ¢. This exponential law is familiar to chem-
ists and biological scientists as the ‘““first-order rate law’’ and by analogy
fluorescence decay is a first-order process—plots of fluorescence inten-
sity after an excitation event are exponential and each type of molecule
has its own characteristic average lifetime.

How can lifetime measurements be used to answer the question of
how many molecules of all present have nearest neighbors that can form
excimer when the reactive groups on a surface are covalently bound to a
chain terminating in a pyrene molecule? If we excite pyrene molecules
using a pulse of light and observe the intensity of all light emitted from
the sample, we will collect an exponential decay curve of light as a
function of time. If there are two distinct lifetimes from two species, we
will observe a biphasic curve. This curve is the sum of two exponential
decays. We can fit this model to the data and derive the lifetimes and the
relative fraction of each process. The result of the experiment done by
Lochmuller and coworkers was a demonstration that there are some
10% of all the reacted sites that have no nearest neighbors within the
distance needed to form excimer and that the surface is not uniform.
Some think of this type of experiment as the use of a spectroscopic ruler.
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REVIEW QUESTIONS

1. What is the most important analytical aspect of optical emission
methods? Why are they in any sense better than optical absorption
methods?

2. Emission lifetimes span the range of nano-seconds to hours. How
wide a range is this compared to the time-span of recorded history
on Earth? On the scale of useful chemical synthesis kinetics?

3. If flame emission is based on excitation of atoms formed by com-
bustion in the flame, why does flame emission work well for so-
dium, potassium, cesium and some of the transition metals but not
vanadium, molybdenum or the lanthanides?

4. Could heavy metal content be determined using a fluorescence
method? Can you think of how to make a method, which could
distinguish lead from cadmium?

5. How could photochemistry influence fluorescence emission?
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Chapter 10

Nuclear magnetic resonance
specitroscopy

Linda Lohr, Brian Marquez and Gary Martin

10.1 INTRODUCTION

Nuclear magnetic resonance (NMR) is amenable to a broad range of
applications. It has found wide utility in the pharmaceutical, medical
and petrochemical industries as well as across the polymer, materials
science, cellulose, pigment, and catalysis fields to name just as a few
examples. The vast diversity of NMR applications may be in part due to
its profound ability to probe both chemical and physical properties in-
cluding chemical structure as well as molecular dynamics. This gives
NMR the potential to have a great breadth of impact compared with
other analytical techniques. Furthermore, it can be applied to liquids,
solids or gases. In some ways, it is a ‘“‘universal detector’ in that it
detects all irradiated nuclei in a sample regardless of the source. Signals
appear from all components in a mixture, proportional to their
concentration. NMR is therefore a natural compliment to separation
techniques such as chromatography, which provide a high degree of
component selectivity in a mixture. NMR is also a logical compliment to
mass spectrometry, since it can provide critical structural information.
Compared to other solid-state techniques, NMR is exquisitely sensitive
to small changes in local electronic environments, such as discerning
individual polymorphs in a crystalline mixture.

Beyond the qualitative molecular information afforded by NMR, one
can also obtain quantitative information. Depending on the sample,
NMR can measure relative quantities of components in a mixture as
low as 0.1-1% in the solid state. NMR limits of detection are much
lower in the liquid state, often as low as 1000:1 down to 10,000:1. In-
ternal standards can be used to translate these values into absolute
quantities. Of course, the limit of quantitation is not only dependent on
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the type of sample but also on the amount of sample. While, not as mass
sensitive as other analytical techniques, NMR has dramatically im-
proved in sensitivity in recent years [1].

A standard liquid NMR sample contains approximately 500 pul of
solvent in a 5mm diameter glass tube. Typical amounts of sample for
this configuration range from 1 to 20 mg depending on the amount and
solubility of the sample available. NMR hardware accommodating
smaller diameter sample tubes enables the detection of much smaller
samples. Common commercially available liquid NMR tubes range from
1 to 8mm in diameter. Amounts of detectable sample for these con-
figurations can be as low as hundreds of nanograms for proton NMR
detection [2]. Carbon sensitivity is on the order of 100 times worse, so
detection limits are usually limited to tens of micrograms.

The amount of sample required for NMR of solids is much greater in
part because the apparent signal-to-noise ratio is significantly reduced.
This is due to much broader line shapes, easily an order of magnitude
wider than those observed in equivalent spectra of liquids. A standard
solid NMR sample is a powder packed tightly into a small zirconia rotor
and sealed with end caps. As for liquids, solid sample configurations are
described in terms of their diameter, in this case the diameter of the
sample rotor. Common and commercially available rotors range from
2.5 to Tmm in diameter. Amounts of sample for these configurations
depend on the sample and its density and typically range from 30 mg up
to 500 mg.

This range of sample options is the result of rapid technological deve-
lopment throughout the history of NMR. Traditionally, NMR probes
were standardized at 5 mm for many years. The advent of pulsed Four-
ier transform (F'T) NMR spectrometers began to change that paradigm.
The desire to acquire >C NMR spectra began with the commercial
availability of instruments such as the Varian CFT-20 (later designated
as an FT-80) spectrometer in the early 1970s. These instruments were
equipped with 8 mm diameter probes permitting larger samples of ma-
terial to be studied and the data to be acquired more rapidly. By today’s
standards, the CFT-20 and FT-80 instruments are primitive, but at that
time, they opened the door for the acquisition of 3C spectra. The other
advantage of FT-NMR instrumentation arose in the data sampling. The
entire 13C spectrum is sampled simultaneously with the application of a
radiofrequency (RF) pulse capable of exciting from approximately 0 to
200 ppm in the '3C frequency window. Following pulsed excitation,
the resultant '3C spectrum can be recorded as a free induction decay
(FID) (Fig. 10.1). Thus, using an FT-NMR instrument, the entire *C
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Fig. 10.1. The top panel shows the free induction decay (FID) acquired for a
sample of strychnine (1) at an observation frequency of 500 MHz. The spec-
trum was digitized with 16 K points and an acquisition time of ~2s. Fourier
transforming the data from the time domain to the frequency domain yields
the spectrum of strychnine presented as intensity versus frequency shown in
the bottom panel.
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spectrum can be sampled in a few seconds as opposed to tens or even
hundreds of seconds required for a single transient by frequency swept
NMR methods. After a delay to allow for sample relaxation processes,
the sample can be pulsed again and the acquisition repeated.

NMR continues to be a very powerful analytical technique, and we
touch on a variety of aspects of this throughout this chapter. We begin
with an overview of the theory and basic principles of NMR. This in-
cludes a discussion of nuclear spin and the gyromagnetic ratio, as
well as the Boltzmann distribution and energy levels and how all these
factors collectively relate to detecting NMR signals. We review what
actually happens when a radio frequency pulse is applied to a nuclear
spin in a magnetic field. We then see how electronic shielding and dif-
ferent types of nuclear coupling influence this response. The theory
and basic principles section is followed by an analysis of modern NMR
instrumentation including magnet technology, quadrature detection,
NMR probes and a variety of hardware accessories. Next, we look at the
common NMR methods being used today for liquids. This spans simple
proton and carbon experiments through much more sophisticated mul-
tidimensional, homonuclear and heteronuclear experiments. Next, we
cover standard NMR experiments used for solid samples including both
one-and-two (1D-, 2D-) dimensional experiments and practical consid-
erations for selecting solids experiments versus liquids experiments.
Finally, we work through specific case studies to better understand how
NMR spectroscopy is applied. Review questions are provided at the end
of the chapter to test one’s knowledge of the material presented.

10.2 THEORY AND BASIC PRINCIPLES

NMR spectroscopy is a field of investigation based on the behavior of
the nuclei in a molecule when subjected to an externally applied mag-
netic field. Nuclei spin about the axis of the externally applied magnetic
field and consequently possess an angular momentum. The angular
momentum can be expressed in units of Planck’s constant and quan-
tized as a function of a proportionality constant, I, that can be either an
integer or a half-integer. I is referred to as the spin quantum number,
or more simply as the nuclear spin. Some nuclei have a spin quantum
number I = 0. These nuclei have an even atomic number and even
mass. Examples commonly encountered for small molecules include
120, 180 and 32S. These nuclei cannot exhibit a magnetic resonance
response under any circumstances. The group of nuclei most commonly
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exploited in the structural characterization of small molecules by NMR
methods are nuclei with a spin of one half, which include: 'H, 13C, 1°F,
31p and 'SN. Frequently encountered spin I = 1 nuclei include ?H and
14N. Examples of spin I>1 nuclei include '°B, !'B and ?*Na.

Spin I>0 nuclei possess a magnetic dipole or dipole moment, g,
which arises from a spinning, charged particle. Nuclei that have a non-
zero spin will also have a magnetic moment, and the direction of that
magnetic moment is collinear with the angular momentum vector as-
sociated with the nucleus. This can be expressed as

L=p (10.1)

where 7 is a proportionality constant known as the gyromagnetic ratio
and p is a multiple of Planck’s constant.

Next, consider what happens when a magnetic moment experiences
an externally applied magnetic field, B,. The interaction of u with the
magnetic field, B,, produces torque, causing the magnetic moment to
precess about the axis of the externally applied field. The precession
frequency is a function of the externally applied field and the nucleus.
As an analogy, consider the motion of a spinning gyroscope in the
Earth’s gravitational field. For a proton, 'H, in an applied 2.35 T mag-
netic field, the precession frequency is ~100 MHz. In the same exter-
nally applied field, other nuclei that have different gyromagnetic ratios,
7, e.g., 1°C or °F, will precess at characteristically different frequencies.
In a 2.35T magnetic field, **C and °F nuclei will precess at ~25 and
~94 MHz, respectively. This characteristic precession frequency is
known as the Larmor frequency of the nucleus.

Nuclei aligned with the axis of the externally applied magnetic field
will be in the lowest possible energy state. Thermal processes oppose
this tendency, such that there are two populations of nuclei in an ex-
ternally applied magnetic field. One is aligned with the axis of the field
and another, which is only slightly smaller, is aligned opposite to the
direction of the applied field. The distribution of spins between these
two energy levels is referred to as the Boltzman distribution, and it
is this population difference between the two levels that provides the
observable collection of spins in an NMR experiment. This difference is
very small compared to the total number of spins present, which leads
to the inherent insensitivity of NMR.

When an NMR experiment is performed, the application of a RFpulse
orthogonal to the axis of the applied magnetic field perturbs the Boltz-
mann distribution, thereby producing an observable event that is gov-
erned by the Bloch equations [3]. Using a vector representation, the
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Boltzmann excess population will correspond to a vector aligned with
the axis of the externally applied magnetic field, B,. Next, assume that
sufficient energy is applied to tip or rotate that vector ensemble of spins
from the z-axis into the xy plane. This would correspond in NMR terms
to the application of a 90° RF pulse. When the application of that pulse is
completed, the vector that has been rotated into the xy plane will con-
tinue to precess about the axis of the externally applied field (z-axis),
generating an oscillating signal in a receiver coil as the vector rotates
about the z-axis at its characteristic Larmor frequency. As a function of
two-time constants, the spin—spin or transverse relaxation time, T'5, and
the spin-lattice relaxation time, T';, the signal from the magnetization
vector will decay back to an equilibrium condition along the B, axis, and
the process can then be repeated. The decaying signal recorded by the
receiver coil is processed through an analog-to-digital converter (ADC)
and stored in memory. When the NMR experiment is finished, the
stored time domain signal from the decaying magnetization in the xy
plane can be converted to the frequency domain using a Fourier trans-
formation, affording a representation of the NMR data in a histogram
format (intensity versus f'requency) that is the familiar form of an NMR
spectrum (Fig. 10.2).

The location of NMR signals in a spectrum, which is known as a
signal’s ‘““chemical shift,”” is a function of the chemical environment of
the sampled nuclei. For solution state "H and *C NMR experiments,
the reference standard is tetramethylsilane (TMS), which has an ac-
cepted chemical shift of 0.00 ppm. Most proton signals appear to the
left or ““downfield” of TMS. Aliphatic hydrocarbon signals will gener-
ally be grouped nearer the position of TMS and are said to be
‘““shielded” relative to vinyl or aromatic signals that are as a group
referred to as ‘““deshielded.” Chemical moieties involving heteroatoms,
e.g., -OCHjz, -NCHo—, typically will be located in a region of the NMR
spectrum between the aliphatic and vinyl/aromatic signals.
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Fig. 10.2. Expansion of a portion of the proton NMR spectrum of strychnine (1
inset structure). The full proton spectrum is shown in Fig. 10.1. The reso-
nances for the H22 vinyl proton and the H12 and H23 oxygen-bearing methine
and methylene resonances, respectively, are shown. The inset expansion of the
H23 methylene protons shows a splitting diagram for this resonance. The
larger of the two couplings is the geminal coupling to the other H23 resonance
and the smaller coupling is the vicinal coupling to the H22 vinyl proton.

In addition to the chemical shift information, an NMR spectrum may
also contain coupling information. The types of couplings frequently
present in NMR experiments include scalar (J) couplings between high-
abundance nuclei such as protons, dipolar couplings that are important
for cross-relaxation processes and the determination of nuclear Over-
hauser effect (NOE) (described later in this chapter), and quadrupolar
coupling associated with quadrupolar nuclei (I>1/2).

For NMR of liquids, scalar (J) couplings in proton spectra provide
information about the local chemical environment of a given proton
resonance. Proton resonances are split into multiplets related to the
number of neighboring protons. For example, an ethyl fragment will be
represented by a triplet with relative peak intensities of 1:2:1 for
the methyl group, the splitting due to the two neighboring methylene
protons, and a 1:3:3:1 quartet for the methylene group, with the
splitting due to the three equivalent methyl protons. More complex
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molecules, of course, lead to considerably more complicated spin-
coupling patterns.

Prior to the advent of homonuclear 2D-NMR experiments, it was
necessary to rigorously interpret a proton NMR experiment and iden-
tify all of the homonuclear couplings to assemble the structure. Alter-
natively, there are multi-dimensional NMR experiments that provide
similar information in a more readily interpretable way.

10.3 INSTRUMENTATION
10.3.1 Spectrometer overview

NMR spectrometers in today’s research laboratories are sophisticated
pieces of instrumentation that are capable of performing a myriad of
experiments to analyze questions ranging from the molecular structure
of unknown organic compounds to the different crystal forms contained
within a solid. While an NMR spectrometer is quite complex, it is com-
prised of a few key components. An NMR spectrometer in its most basic
form consists of the following: (i) a magnet, (ii) shims (iii) a RF gen-
erator and a receiver—probe, and (iv) a receiver.

10.3.1.1 Magnets

Superconducting magnets are used in modern NMR instruments to
achieve the high-magnetic fields required. The basic design of these
magnets consist of a large coil of very sophisticated wire in which an
electric current flows thereby inducing the magnetic field. The wire
that is used has been developed to remove the resistance at very low
temperatures (< —267°C). This is the property that makes the wire
superconducting. Therefore, once the current has been supplied to the
wire, the source can be removed, and the magnet will remain energized,
in principle, indefinitely. The wire is formed into coils to induce a linear
magnetic field. The design of the “can’ that is associated with an NMR
instrument is almost solely to accommodate the cryogenic liquids used
to keep the magnet coils at a reduced temperature. The ‘“‘can’ consists
of two main dewars that hold the cryogens as shown in Fig. 10.3. The
coils are submersed in a bath of liquid helium (B). To reduce the boiling
rate of the liquid helium, this dewar is surrounded by a bath of liquid
nitrogen (C). The magnetic field strength is often spoken of in terms of
the Larmor frequency of protons. Magnetic fields operating at 18.8 T
correspond to a "H Larmor frequency of 800 MHz.
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Fig. 10.3. Pictures of a dissected NMR dewar for a superconducting magnet.
Pictures taken from http://www.joel.com./nmr/mag_view/magnet_destruction.
html, permission not obtained.

10.3.1.2 Shims

Fast isotropic molecular tumbling in liquids gives rise to very narrow
lines in the NMR spectrum. One can typically expect to see lines as
narrow as 1-10Hz for NMR spectra of liquids. To achieve these line
widths, the external magnetic field experienced by the sample must be
extremely homogenous. Today’s superconducting magnets cannot
themselves produce the required field homogeneity that is needed. To
overcome a magnet’s inhomogeneity issues, electric coils, or ‘“‘shim
coils,”” are placed in various geometries around the portion of the mag-
netic field encompassing the sample area. Current is applied through
these shim coils to induce small, spatially distinct magnetic fields to
compensate for the overall magnetic field inhomogeneity.

10.3.1.3 RF generation

A key feature that enables the transition of energy states in spins is the
generation of an applied magnetic field, called B;. This magnetic field is
induced through RF pulses that are applied orthogonal to the static
field, B,. This RF field is most often referred to as an RF pulse. This
pulse is simply a gated current (irradiation) that has both amplitude
and duration. The applied B; field excites the nuclei with enough en-
ergy to tip the nuclear magnetization away from alignment with the
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static B, field. The amplitude and duration of the RF pulse are those
that allow a specific “‘tip angle”’ of the nuclear magnetization vector to
be achieved. The RF pulses are typically generated in a frequency gen-
erator and are, usually, only a few milliwatts for NMR of liquids. To
provide a useful B, field, amplification is therefore required. Typical 'H
amplifiers on modern NMR spectrometers are capable of amplifying
these RF pulses up to nominally 100 W.

10.3.1.4 The receiver

Nuclear spins are like small magnets that collectively induce a detect-
able electric current when they align along the y-axis of the magnetic
field. This electric current is detected by the coil of the NMR probe and
is exquisitely small, on the order of microvolts. This signal is therefore
amplified in order to be more easily and precisely detected. A pre-
amplifier is used to enhance the weak sample signal that comes from the
RF probe coil. Once the signal is amplified, it is sent to a receiver, where
it is then passed on to an ADC to digitize the incoming analog signal.

10.3.2 Quadrature detection

One of the limitations to the FT is that it cannot discriminate between
positive and negative frequencies. Therefore, if the digitized signal is
detected by a single channel, the observed spectrum is a mirror image
set around the irradiation frequency. There are several ways around
this phenomenon, one of which is quadrature detection [4]. If observing
signal from a single channel, one would only observe a cosine contri-
bution of the signal and therefore be unable to differentiate sign. How-
ever, if two detectors 90° out of phase with respect to one another are
utilized, then the sinusoidal contribution can also be collected. These
signals are received and digitized separately. They make up the real
(cosine) contribution and the imaginary (sine) contribution of the com-
plex data that make up the FID. With both the real and imaginary
signal contributions, the sense of precession can be determined,
and therefore a single resonance is observed. This allows one to set
the irradiation frequency in the middle of the spectrum and properly
sample the entire spectral width.

10.3.3 Probes

Larger format probes, e.g., 12, 18 and 22 mm facilitate the study of rare
nuclei such as '°N and 70. “X-nucleus” or “broadband” multinuclear
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NMR probes are designed with the X-coil closest to the sample for
improved sensitivity of rare nuclei. Inverse detection NMR probes have
the proton coil inside the X-coil to afford better proton sensitivity, with
the X-coil largely relegated to the task of broadband X-nucleus decou-
pling. These proton optimized probes are often used for heteronuclear
shift correlation experiments.

Smaller diameter probes reduce sample volumes from 500 to 600 pl
typical with a 5mm probe down to 120-160 ul with a 3mm tube. By
reducing the sample volume, the relative concentration of the sample
can be correspondingly increased for non-solubility limited samples.
This dramatically reduces data acquisition times when more abundant
samples are available or sample quantity requirements when dealing
with scarce samples. At present, the smallest commercially available
NMR tubes have a diameter of 1.0mm and allow the acquisition of
heteronuclear shift correlation experiments on samples as small as 1 ug
of material, for example in the case of the small drug molecule, ibu-
profen [5]. In addition to conventional tube-based NMR probes, there
are also a number of other types of small volume NMR probes and flow
probes commercially available [6]. Here again, the primary application
of these probes is the reduction of sample requirements to facilitate the
structural characterization of mass limited samples. Overall, many
probe options are available to optimize the NMR hardware configura-
tion for the type and amount of sample, its solubility, the nucleus to be
detected as well as the type and number of experiments to be run.

Cryogenically cooled NMR probes cool the probe electronics to re-
duce the thermal noise thereby effectively increasing the signal-to-noise
ratio. These probes afford a three- to four-fold sensitivity enhancement
over a conventional NMR probe in the same configuration. This makes
them ideally suited for the structural characterization of small samples,
proteins, and other samples requiring high sensitivity to minimize data
acquisition times. A typical hardware configuration uses a closed-loop
helium refrigeration system capable of maintaining the probe electron-
ics at an operating temperature of 20-25 K. The sample itself is isolated
so that it can remain at ambient temperature or any other standard
temperature setting desired.

10.3.4 Accessories

Aside from the basic components of the spectrometer as mentioned
above, there are many optional accessories that should be considered
for establishing an appropriate NMR hardware configuration. Variable
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temperature (VT) controllers and gradient amplifiers are standard fea-
tures on today’s NMR spectrometers. Additional accessories include
sample changers, automatic probe tuning capabilities, liquid chroma-
tography (LC) and other related capabilities.

VT controllers should be considered an essential part of the modern
NMR spectrometer. The effects of chemical shifts, equilibrium kinetics
and the homogeneity of the sample are all affected by temperature
fluctuations and can have significant impact of the resulting data ac-
quired. Most commercial VT units have very strict tolerances that allow
only very slight temperature fluctuations within the NMR probe. These
units typically utilize a source of nitrogen gas that flows through the
probe and over the sample tube. The probe contains a software con-
trolled heater coil that accurately monitors the amount of current that
flows through the heater coil and thereby mediates the temperature.
While the effects of temperature fluctuation can be deleterious to the
quality of the NMR data, it is often the case that the temperature needs
to be raised or lowered to take advantage of a particular temperature-
dependent feature. An example would be a spectrum with quite broad
lines due to intermediate slow exchange on the NMR timescale. In
favorable cases, broad peaks at room temperature become narrow due
to coalescence of interconverting species when the temperature is
raised to an appropriate level. An additional example would be the
study of a mechanism in an organic chemistry reaction, which is often
run under varied temperatures to determine the kinetics of the reac-
tion. This type of study is a very powerful demonstration of the power
and versatility of NMR spectroscopy.

Most modern NMR experiments contain pulsed field gradient ele-
ments. The basic premise behind using pulsed field gradients is that
when applied, the magnetic field becomes spatially inhomogeneous.
This field inhomogeneity dephases the nuclear magnetization, and it
is therefore effectively rendered unobservable. Simply applying an
additional gradient pulse, thereby refocusing the magnetization, can
reverse this signal dephasing. Pulsed field gradients are typically used
to selectively filter out undesired signals in an NMR experiment
through a process known as coherence pathway selection. Arguably, the
implementation of the pulsed field gradients is one of the key mile-
stones in NMR spectroscopy in the last ~20 years. These experimental
building blocks provide superior results when compared to the alter-
native approach of cycling the direction of the RF pulses. In addition,
gradient pulses can be used to acquire a spatial image of a sample.
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This image is typically referred to as a gradient field map and is used,
for example, when executing gradient shimming routines to ensure
optimal B, homogeneity. This type of shimming routine is advanta-
geous for running samples under automation routines.

An automatic probe tuning and matching (ATM) accessory allows
one to automatically tune the NMR probe to the desired nuclei’s res-
onant frequency and match the resistance of the probe circuit to 50 Q
[7]. Traditional NMR instruments are designed so that one must per-
form these adjustments manually prior to data acquisition on a new
sample. The advent of the ATM accessory allows the sampling of many
different NMR samples without the need for human intervention. The
ATM in conjunction with a sample changer enables NMR experiments
to be conducted under complete automation. The sample changers are
designed so that once the samples are prepared, they are placed into the
instrument’s sample holders. Data are then acquired under software
control of both the mechanical sample delivery system as well as the
electronics of the spectrometer.

The hyphenation of LC and NMR spectroscopy (LC-NMR) has be-
come very popular in recent years for applications such as drug me-
tabolite screening [8]. The basic principle of an LC-NMR instrument is
to perform in-line separations of analytes and flow the subsequent elu-
ent into a specially designed probe. These probes, often referred to as
flow probes, are designed to have a static NMR sample cell fixed within
the RF coil. The flow cell is coupled with chemically inert tubing that
allows the sample to flow through the coil. The NMR signal of the
flowing liquid is then detected. The overriding practical issue with
LC-NMR is to be able to transfer enough sample mass from the LLC run
to the flow cell. The introduction of solid-phase extractions and other
peak trapping techniques have helped broaden the utility of LC-NMR.
Peak trapping onto cartridges, filled with a stationary phase with ap-
propriate retention properties, allows multiple injections and subse-
quent isolations of a single chromatographic peak to be trapped within
this cartridge [9]. This “stacking” of peaks allows a significant increase
in total mass to be transferred to the flow cell and overcome some of the
inherent sensitivity limitations associated with LC-NMR. Additional
advances in hyphenated NMR techniques include LC-NMR/MS,
LC-SPE-NMR (where SPE stands for solid phase extraction) and its
mass spectrometer (MS) derivative [10,11]. The coupling of a MS to the
LC-NMR system enables the collection of both NMR data and MS data
on the analyte of interest.
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10.4 NMR METHODS FOR LIQUIDS
10.4.1 1D Proton NMR methods

10.4.1.1 Magnetically equivalent nuclei

Magnetically equivalent nuclei are defined as nuclei having both the
same resonance frequency and spin-spin interaction with neighboring
atoms. The spin—spin interaction does not appear in the resonance sig-
nal observed in the spectrum. It should be noted that magnetically
equivalent nuclei are inherently chemically equivalent, but the reverse
is not necessarily true. An example of magnetic equivalence is the set of
three protons within a methyl group. All three protons attached to the
carbon of a methyl group have the same resonance frequency and en-
counter the same spin—-spin interaction with its vicinal neighbors, but
not with its geminal counterparts. The resultant is a resonance that
integrates for three protons showing coupling to its adjacent nuclei.

10.4.1.2 Pascal’s triangle

J-Coupling (a.k.a. “‘spin-spin coupling’” or ‘‘scalar coupling’) is an
interaction that arises from a magnetic interaction of nuclei through
the physical connection of a chemical bond. The syntax commonly used
for this interaction is "J g, where A and B are the two nuclei impacted
by the interaction, J, and n is the number of chemical bonds separating
A and B. For example, 2Jcy represents a J-coupling between a carbon
and proton separated by two bonds. Scalar coupling is a fundamental
physical phenomenon observed in NMR, one of the innate primary
forces that act on an irradiated collection of spins is J-coupling. This
interaction is utilized extensively in 2D methods for correlation
spectroscopy. The frequency of this interaction is usually described in
Hertz and, in 1D 'H data, measured directly from the multiplet. The
intensities of these lines are given by a binomial expansion, or more
conveniently by Pascal’s triangle (see Fig. 10.4). The extent of the ob-
served splitting is governed by M = (n+1), where M is the multiplicity
and n is the number of adjacent nuclei. This holds true for all spin = 1/2
nuclei. J-coupling of adjacent spins is typically referred to as a spin
system. A spin system can be two adjacent atoms or a series of con-
tiguous coupled spins.

10.4.1.3 Table of proton chemical shifts

Proton chemical shifts are dictated directly by the chemical environ-
ment in which they reside. This can be through neighboring atoms that
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Fig. 10.4. Illustration of Pascal’s triangle only showing ratios to n = 6 accord-
ing to M = (n+1) where M is the multiplicity and »n is the number of scalar
coupled nuclei. For example, a proton adjacent to three protons (n = 3) would
appear as a quartet (M = 4) with relative peak intensities of 1:3:3:1.
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Fig. 10.5. Diagram demonstrating the general resonance frequencies of typical
'H’s in small organic molecules.

induce an electronic shielding effect, such as electron donating groups,
which will cause a downfield shift (larger ppm values), or the effects of
the surrounding solvent. Proton chemical shifts are solvent dependent
and may have a slightly different value in different solvents. Of interest
to NMR spectroscopists is that while the chemical shift dispersion
is quite small (~15ppm) relative to other magnetically active nuclei
(*3C has a shift dispersion of ~200 ppm), the observed nuclei resonate
in particular regions within this narrow-spectral-range based on their
electronic environment. These ranges can be seen in Fig. 10.5.
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10.4.1.4 NOE experiments

The acronym NOE is derived from the nuclear Overhauser effect. This
phenomenon was first predicted by Overhauser in 1953 [12]. It was
later experimentally observed by Solomon in 1955 [13]. The importance
of the NOE in the world of small molecule structure elucidation cannot
be overstated. As opposed to scalar coupling described above, NOE al-
lows the analysis of dipolar coupling. Dipolar coupling is often referred
to as through-space coupling and is most often used to explore the
spatial relationship between the two atoms experiencing zero scalar
coupling. The spatial relationship of atoms within a molecule can pro-
vide an immense amount of information about a molecule, ranging
from the regiochemistry of an olefin to the 3D-solution structure.
An example of a regiochemical application is illustrated below for the
marine natural product jamaicamide A (2) in Fig. 10.6 [14].

A simplified explanation of the NOE is the magnetic perturbations
induced on a neighboring atom resulting in a change in intensity. This
is usually an increase in intensity, but may alternatively be zero or even
negative. One can envision saturating a particular resonance of interest
for a time ¢. During the saturation process a population transfer occurs
to all spins that feel an induced magnetization.

There are two types of NOE experiments that can be performed.
These are referred to as the steady-state NOE and the transient NOE.
The steady-state NOE experiment is exemplified by the classic NOE
difference experiment [15]. Steady-state NOE experiments allow one to
quantitate relative atomic distances. However, there are many issues
that can complicate their measurement, and a qualitative interpreta-
tion is more reliable [16]. Spectral artifacts can be observed from im-
perfect subtraction of spectra. In addition, this experiment is extremely
susceptible to inhomogeneity issues and temperature fluctuations.

1D-transient NOE experiments employing gradient selection are
more robust and therefore are more reliable for measuring dipolar

cl
D o o) | Br
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Fig. 10.6. Structure of jamaicamide A (2) showing a key NOE defining the
geometry of a tri-substituted olefin.
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Fig. 10.7. DPFGSE NOE of H5 of antillatoxin (3) showing good selection and
clean NOE enhancements.

coupling interactions [17]. Shaka et al. published one such 1D-transient
NOE experiment that has, in most cases, replaced the traditional NOE
difference experiment [18]. The sequence dubbed the double-pulsed
field gradient spin echo (DPFGSE) NOE employs selective excitation
through the DPFGSE portion of the sequence [19]. Magnetization is
initially created with a 90° *H pulse. Following this pulse are two gra-
dient echoes employing selective 180° pulses. The flanking gradient
pulses are used to dephase and recover the desired magnetization as
described above. This selection mechanism provides very efficient se-
lection of the resonance of interest prior to the mixing time where
dipolar coupling is allowed to buildup. An example of this experiment is
shown in Fig. 10.7 for antillatoxin (3) [20].

10.4.1.5 Relaxation measurements

Relaxation is an inherent property of all nuclear spins. There are two
predominant types of relaxation processes in NMR of liquids. These
relaxation processes are denoted by the longitudinal (7T';) and transverse
(T'9) relaxation time constants. When a sample is excited from its ther-
mal equilibrium with an RF pulse, its tendency is to relax back to its
Boltzmann distribution. The amount of time to re-equilibrate is typi-
cally on the order of seconds to minutes. T; and T'; relaxation processes
operate simultaneously. The recovery of magnetization to the equilib-
rium state along the z-axis is longitudinal or the T'; relaxation time. The
loss of coherence of the ensemble of excited spins (uniform distribution)
in the x-, y-plane following the completion of a pulse is transverse or T's
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relaxation. The duration of the T'; relaxation time is a very important
feature as it allows us to manipulate spins through a series of RF pulses
and delays. Transverse relaxation is governed by the loss of phase
coherence of the precessing spins when removed from thermal equilib-
rium (e.g., a RF pulse). The transverse or Ty relaxation time is visibly
manifest in an NMR spectrum in the line width of resonances; the line
width at half height is the reciprocal of the T relaxation time. These
two relaxation mechanisms can provide very important information
concerning the physical properties of the molecule under study, tumb-
ling in solution, binding or interaction with other molecules, etc.

T relaxation measurements provide information concerning the
time constant for the return of excited spins to thermal equilibrium.
For spins to fully relax, it is necessary to wait a period of five times T'.
To accelerate data collection, in most cases one can perform smaller
flip-angles than 90° and wait a shorter time before repeating the pulse
sequence. Knowing the value of T; proves to be very useful in some
instances, and it is quite simple to measure. The pulse sequence used to
perform this measurement is an inversion recovery sequence [21]. The
basic linear sequence of RF pulses (an NMR pulse sequence) consists of
a 180-1-90-acquire. The delay 1 is incrementally increased, and the fre-
quency domain data are plotted versus t to look for the maximum signal
recovery (greatest peak intensity). The 180° pulse simply inverts the
magnetization, and after waiting for the delay, t a 90° pulse is used to
place the magnetization into the x—y plane for detection. Therefore, by
varying 7 one will identify a value that is sufficiently long to allow
maximum signal intensity.

T, relaxation can be a difficult parameter to measure accurately.
There are several ways to accomplish this task. The experiments that
are employed for this measurement are all variants of the classic spin-
echo experiment [22,23]. The basic sequence consists of a 90-7-180-7-90-
acquire. The magnetization is first placed in the x-y plane with
the application of a 90° pulse. Following this pulse is a delay 7 that
allows the magnetization vector to dephase in the x-y plane. A 180°
pulse is then applied to invert the magnetization, and an additional
period of 7, identical in duration to the first, refocuses the magnetiza-
tion vector prior to acquisition. By varying T one can measure the T’
relaxation time. Variants of this approach are the Carr-Purcell and
CPMG pulse sequences [24]. As opposed to the relaxation process de-
scribed by T'; (a return to thermal equilibrium along the z-axis), T's
measures the relaxation of magnetization caused by dephasing in the
x-y plane. Therefore, Ts is an extremely important parameter that
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dictates the amount of time one can manipulate the spins before the
magnetization is completely dephased, and thus not observable.

10.4.2 1D Carbon-NMR methods

10.4.2.1 Proton decoupling

Carbon-13, or '3C, is a rare isotope of carbon with a natural abundance
of 1.13% and a gyromagnetic ratio, yc, that is approximately one quar-
ter that of 'H. Early efforts to observe **C NMR signals were hampered
by several factors. First, the 100% abundance of *H and the heteronu-
clear spin coupling, "Jcyg where n = 1 — 4, split the '2C signals into
multiplets, thereby making them more difficult to observe. The original
efforts to observe C spectra were further hampered by attempts to
record them in the swept mode, necessitating long acquisition times
and computer averaging of scans. These limitations were circumvented,
however, with the advent of pulsed FT-NMR spectrometers with
broadband proton decoupling capabilities [25].

Broadband 'H decoupling, in which the entire proton spectral win-
dow is irradiated, collapses all of the 3C multiplets to singlets, vastly
simplifying the '3C spectrum. An added benefit of broadband proton
decoupling is NOE enhancement of protonated 2C signals by as much
as a factor of three.

Early broadband proton decoupling was accomplished by noise mod-
ulation that required considerable power, typically 10 W or more, and
thus caused significant sample heating. Over the years since the advent
of broadband proton decoupling methods, more efficient decoupling
methods have been developed including globally optimised, alternating
phase rectangular pulse (GARP), wideband uniform rate and smooth
truncation (WURST), and others [26]. The net result is that 3C spectra
can now be acquired when needed with low-power-pulsed decoupling
methods and almost no sample heating.

10.4.2.2 Magnetization transfer

The earliest of the magnetization transfer experiments is the spin pop-
ulation inversion (SPI) experiment [27]. By selectively irradiating and
inverting one of the '3C satellites of a proton resonance, the recorded
proton spectrum is correspondingly perturbed and enhanced. Experi-
ments of this type have been successfully utilized to solve complex
structural assignments. They also form the basis for 2D-heteronuclear
chemical shift correlation experiments that are discussed in more detail
later in this chapter.
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Fig. 10.8. Spherical environments surrounding the 23-position of strychnine
whose effects would be incorporated into the calculation of the C-23 chemical
shift using a HOSE code approach.

10.4.2.3 Empirical chemical shift calculations

Vast tabulations of 3C chemical shift data have been assembled in
computer searchable form. These databases form the basis for 2C
chemical shift prediction algorithms. For the most part, carbon chem-
ical shifts can be calculated using what is referred to as a Hierarchically
Ordered Spherical Environment (HOSE) code approach [28]. To calcu-
late a given carbon’s chemical shift, the influence of each successive
spherical shell is applied to the starting chemical shift for that carbon to
calculate its overall chemical shift. Typically, programs will calculate
shifts for 3 or 4 layers, beyond which the effects of most substituents
are negligible. The spherical layers surrounding the 23-position of
strychnine are shown in Fig. 10.8.

10.4.2.4 Standard 1D experiments

Of the multitude of 1D ®C NMR experiments that can be performed,
the two most common experiments are a simple broadband proton-
decoupled '3C reference spectrum, and a distortionless enhancement
polarization transfer (DEPT) sequence of experiments [29]. The latter,
through addition and subtraction of data subsets, allows the presen-
tation of the data as a series of ‘“‘edited”’ experiments containing only
methine, methylene and methyl resonances as separate subspectra.
Quaternary carbons are excluded in the DEPT experiment and can only
be observed in the '3C reference spectrum or by using another editing
sequence such as APT [30]. The individual DEPT subspectra for CH,
CH; and CHj3 resonances of santonin (4) are presented in Fig. 10.9.
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Fig. 10.9. Multiplicity edited DEPT traces for the methine, methylene and
methyl resonances of santonin (4). Quaternary carbons are excluded in the
DEPT experiment and must be observed in the '3C reference spectrum or
through the use of another multiplicity editing experiment such as APT.
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10.4.3 Homonuclear 2D methods

10.4.3.1 Basic principles of 2D

2D-NMR methods are highly useful for structure elucidation. Jeener
described the principles of the first 2D-NMR experiment in 1971 [31].
In standard NMR nomenclature, a data set is referred to by one, i.e.,
less than the total number of actual dimensions, since the intensity
dimension is implied. The 2D-data matrix therefore can be described
as a plot containing two frequency dimensions. The inherent third
dimension is the intensity of the correlations within the data matrix.
This is the case in “1D’’ NMR data as well. The implied second dimen-
sion actually reflects the intensity of the peaks of a certain resonance
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frequency (which is the 1st dimension). The basic 2D-experiment con-
sists of a series of 1D-spectra. These data are run in sequence and have
a variable delay built into the pulse program that supplies the means
for the second dimension. The variable delay period is referred to as #;.

Most 2D-pulse sequences consist of four basic building blocks: prep-
aration, evolution (¢,), mixing and acquisition (¢3). The preparation and
mixing times are periods typically used to manipulate the magnetiza-
tion (a.k.a. “‘coherence pathways’’) through the use of RF pulses. The
evolution period is a variable time component of the pulse sequence.
Successive incrementing of the evolution time introduces a new time
domain. This time increment is typically referred to as a #; increment
and is used to create the second dimension. The acquisition period is
commonly referred to as ¢,. The first dimension, generally referred to as
F,, is the result of Fourier transformation of ¢, relative to each #; in-
crement. This creates a series of interferograms with one axis being
F5 and the other the modulation in #;. The second dimension, termed
F4, is then transformed with respect to the ¢£; modulation. The resultant
is the two frequency dimensions correlating the desired magnetization
interaction, most typically scalar or dipolar coupling. Also keep in mind
that there is the ‘“‘third dimension’ that shows the intensity of the
correlations.

When performing 2D-NMR experiments one must keep in mind that
the second frequency dimension (F) is digitized by the number of #;
increments. Therefore, it is important to consider the amount of spec-
tral resolution that is needed to resolve the correlations of interest. In
the first dimension (F5), the resolution is independent of time relative
to F;. The only requirement for Fy is that the necessary number of
scans is obtained to allow appropriate signal averaging to obtain the
desired S/N. These two parameters, the number of scans acquired per ¢;
increment and the total number of #; increments, are what dictate the
amount of time required to acquire the full 2D-data matrix. 2D-homo-
nuclear spectroscopy can be summarized by three different interac-
tions, namely scalar coupling, dipolar coupling and exchange processes.

10.4.3.2 Scalar coupled experiments: COSY and TOCSY

The correlated spectroscopy (COSY) experiment is one of the most
simple 2D-NMR pulse sequences in terms of the number of RF pulses it
requires [32]. The basic sequence consists of a 90-£;-90-acquire. The
sequence starts with an excitation pulse followed by an evolution period
and then an additional 90° pulse prior to acquisition. Once the time
domain data are Fourier transformed, the data appear as a diagonal in
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the spectrum that consists of the 'H chemical shift centered at each
proton’s resonance frequency. The off-diagonal peaks are a result of
scalar coupling evolution during #; between neighboring protons. The
data allow one to visualize contiguous spin systems within the molecule
under study.
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In addition to the basic COSY experiment, there are phase-sensitive
variants that allow one to discriminate the active from the passive
couplings allowing clearer measurement of the former. Active couplings
give rise to the off-diagonal crosspeak. However, the multiplicity of the
correlation has couplings inherent to additional coupled spins. These
additional couplings are referred to as passive couplings. One such ex-
periment is the double quantum-filtered (DQF) COSY experiment [33].
Homonuclear couplings can be measured in this experiment between
two protons isolated in a single spin system. Additional experiments
have been developed that allow the measurement of more complicated
spin systems involving multiple protons in the same spin system [34].
The 2D representation of the scalar coupled experiment is useful
when identifying coupled spins that are overlapped or are in a crowded
region of the spectrum. An example of a DQF-COSY spectrum is shown
in Fig. 10.10. This data set was collected on astemizole (5).

Total correlation spectroscopy (TOCSY) is similar to the COSY se-
quence in that it allows observation of contiguous spin systems [35].
However, the TOCSY experiment additionally will allow observation of
up to about six coupled spins simultaneously (contiguous spin system).
The basic sequence is similar to the COSY sequence with the exception
of the last pulse, which is a “‘spin-lock’ pulse train. The spin lock can be
thought of as a number of homonuclear spin echoes placed very close
to one another. The number of spin echoes is dependent on the amount
of time one wants to apply the spin lock (typically ~60msec for
small molecules). This sequence is extremely useful in the identification
of spin systems. The TOCSY sequence can also be coupled to a hetero-
nuclear correlation experiment as described later in this chapter.
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Fig. 10.10. DQF-COSY data of astemizole (5). The black bars indicate the
contiguous spin system drawn with arrows on the relevant portion of aste-
mizole.

10.4.3.3 Scalar coupled experiments: INADEQUATE

2D-homonuclear correlation experiments are typically run using 'H as
the nucleus in both dimensions. This is advantageous, as the sensitivity
for protons is quite high. However, there are 2D-homonuclear tech-
niques that detect other nuclei. One such experiment is the INADE-
QUATE experiment [36]. It is quite often used in solid-state NMR
(SSNMR) as will be discussed later in this chapter. Its insensitive na-
ture arises from the low-natural abundance of *C and the fact that one
is trying to detect an interaction between two adjacent *C atoms. The
chance of observing this correlation is 1 in every 10,000 molecules.
Given sufficient time or isotope-enriched molecules, the INADE-
QUATE provides highly valuable information. The data generated
from this experiment allow one to map out the entire carbon skeleton of
the molecular structure. The only missing structural features occur
where there are intervening heteroatoms (e.g., O, N).
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10.4.3.4 Dipolar coupled experiments: NOESY
The 2D experiments described thus far rely solely on the presence of
scalar coupling. There are other sequences that allow one to capitalize on
the chemical shift dispersion gained with the 2nd dimension for dipolar
coupling experiments as well. One example in this category is the 2D
NOESY pulse sequence [37]. The pulse sequence for the 2D NOESY
experiment is essentially identical to that of the DQF COSY experi-
ment. The basic pulse sequence consists of a 90-¢;-90-1,,-90-acquire. The
magnetization is first excited by means of a 90° pulse, followed by the
evolution period, ;. After the evolution period, a second 90° pulse is
applied to prepare for the NOE mixing time, 7,,,. During this mixing time,
an NOE is allowed to build up and then subsequently sampled after
bringing the magnetization back to the x—y plane. The resulting data
matrix is reminiscent of a COSY spectrum in that there is a diagonal
represented by the 1D 'H spectrum in both frequency dimensions. In
sharp contrast to the scalar coupled cross-peaks in the COSY experi-
ment, NOESY provides off-diagonal responses that correlate spins
through-space. This sequence is used extensively in the structure
characterization of small molecules for the same reason as its 1D coun-
terparts. The spatial relationship of 'H atoms is an invaluable tool.
The data represented in this correlation spectrum are such that
the diagonal peaks are phased a particular way (typically down) and
the corresponding off-diagonal peaks representing dipolar coupling
responses are 180° out of phase (assuming positive NOE enhance-
ments). In some cases, peaks of the same phase of the diagonal are
observed. These peaks are most commonly associated with chemical
exchange and if not properly identified can lead to incorrect interpre-
tation of the data. The similarity of the NOESY to the COSY also
causes some artifacts to arise in the 2D-data matrix of a NOESY spec-
trum. The artifacts arise from residual scalar coupling contributions
that survive throughout the NOESY pulse sequence. These artifacts
are usually quite straightforward to identify, as they have a similar
anti-phase behavior as can be seen for the DQF COSY data, Fig. 10.10.
Keeler et al. reported a method for removing these scalar artifacts
through the use of gradient pulses [38]. An example of a NOESY data
set is shown in Fig. 10.11, recorded using astemizole (5) and a 500 ms
mixing time. The mixing time used during a NOE type of experiment
is to allow the build-up of the NOE. Selection of appropriate mixing
times is a crucial aspect to consider when setting up a dipolar coupling
experiment. Incorrect choice could result in no NOE and hence no
correlations.
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Fig. 10.11. 2D NOESY data of astemizole (5). The mixed phase correlations in
the aromatic region (boxed) are examples of the artifacts described in the text.

10.4.4 Heteronuclear 2D methods

10.4.4.1 2D J-Resolved experiments—A historical perspective

The earliest 2D-NMR methods are the 2D J-resolved experiments [39].
These experiments display *C chemical shift information along the
Fy-axis with heteronuclear coupling constant information displayed
orthogonally in the F'; dimension. The pulse sequence for a 2D J-re-
solved experiment is shown in Fig. 10.12, and the experimental results
for santonin (4) are shown in Fig. 10.13. While the 2D dJ-resolved
experiment can provide heteronuclear coupling constant information,
the net chemical structure information obtained for the time invested
in acquiring the data is relatively low in comparison, for example, to
heteronuclear chemical shift correlation experiments. Consequently,
the heteronuclear 2D J-resolved NMR experiment is seldom used at
present unless there is a specific need to access heteronuclear coupling
constant information for numerous resonances in a given molecule.
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Fig. 10.12. Pulse sequence for amplitude modulated 2D J-resolved spectros-
copy. The experiment is effectively a spin echo, with the 'C signal amplitude
modulated by the heteronuclear coupling constant(s) during the second half of
the evolution period when the decoupler is gated off. Fourier transformation of
the 2D-data matrix displays 3C chemical shift information along the F axis of
the processed data and heteronuclear coupling constant information, scaled by
J/2, in the F; dimension.
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Fig. 10.13. 2D J-resolved NMR spectrum of santonin (4). The data were ac-
quired using the pulse sequence shown in Fig. 10.12. Chemical shifts are
sorted along the F, axis with heteronuclear coupling constant information
displayed orthogonally in F;. Coupling constants are scaled as J/2, since they
evolve only during the second half of the evolution period, #1/2. 3C signals are
amplitude modulated during the evolution period as opposed to being phase
modulated as in other '®C-detected heteronuclear shift correlation experi-
ments.
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10.4.4.2 Direct heteronuclear chemical shift correlation

Conceptually, the 2D J-resolved experiments lay the groundwork for
heteronuclear chemical shift correlation experiments. For molecules
with highly congested '3C spectra, '*C rather than 'H detection is de-
sirable due to high resolution in the Fy dimension [40]. Otherwise,
much more sensitive and time-efficient proton or so-called “inverse’’-
detected heteronuclear chemical shift correlation experiments are
preferable [41].

The first of the proton-detected experiments is the Heteronuclear
Multiple Quantum Correlation HMQC experiment of Bax, Griffey and
Hawkins reported in 1983, which was first demonstrated using 'H-'°N
heteronuclear shift correlation [42]. The version that has come into
wide-spread usage, particularly among the natural products commu-
nity, is that of Bax and Subramanian reported in 1986 [43]. A more
contemporary gradient-enhanced version of the experiment is shown in
Fig. 10.14 [44].

90 180
d1 I A | I t
"H
90 180 180 90
ty A
|decouple|
13C
G1 G2
| || <X
S
Z-Gradient

Fig. 10.14. Gradient-enhanced HMQC pulse sequence described in 1991 by
Hurd and John derived from the earlier non-gradient experiment of Bax and
Subramanian. For "H-'3C heteronuclear shift correlation, the gradient ratio,
G1:G2:G3 should be 2:2:1 or a comparable ratio. The pulses sequence creates
heteronuclear multiple quantum of orders zero and two with the application of
the 90° '3C pulse. The multiple quantum coherence evolves during the first
half of t;. The 180° proton pulse midway through the evolution period decou-
ples proton chemical shift evolution and interchanges the zero and double
quantum coherence terms. Antiphase proton magnetization is created by the
second 90° '3C pulse that is refocused during the interval A prior to detection
and the application of broadband X-decoupling.
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The gradient HMQC (GHMQC), sequence shown in Fig. 10.14 can be
used to detect "H-'3C heteronuclear shift correlations and, by changing
the gradient ratio to 5:5:1, for example, can also be used to detect direct
'H-15N heteronuclear correlations. While HMQC and GHMQC are still
in wide usage, particularly among natural products chemists, it is at a
disadvantage relative to the Heteronuclear Single Quantum Coherence
HSQC experiment originally described by Bodenhausen and Ruben
[45]. The effective F'; resolution in the HMQC experiment, regardless of
which variant is used, suffers due to homonuclear coupling modulation
during the evolution period, which leads to broadening of responses in
the F; frequency domain as noted by various workers [46].

The HSQC experiment is based on single rather than multiple quan-
tum coherence during the evolution time, #;. The contemporary multi-
plicity-edited gradient HSQC pulse sequence is shown in Fig. 10.15.
Relative to the much simpler HMQC pulse sequence, the HSQC

90 180 90 180 180 90 180
A A
d1 Tl
]
H
180 90 90 180
N ]
decouple
13
C
G1
hsg1
G2
il - —
Z-Gradient hsg 1

Fig. 10.15. Pulse sequence for the multiplicity-edited gradient HSQC exper-
iment. Heteronuclear single quantum coherence is created by the first INEPT
step within the pulse sequence, followed by the evolution period, #;. Following
evolution, the heteronuclear single quantum coherence is reconverted to ob-
servable proton magnetization by the reverse INEPT step. The simultaneous
180° 'H and '3C pulses flanked by the delays, A = 1/2(*Jcn), edits magneti-
zation inverting signals for methylene resonances, while leaving methine and
methyl signals with positive phase (Fig. 16A). Eliminating this pulse sequence
element affords a heteronuclear shift correlation experiment in which all reso-
nances have the same phase (Fig. 16B).
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experiment has multiple 180° pulses applied to both 'H and the hetero-
nucleus. This contrasts with the single 180° proton refocusing pulse
used in the HMQC experiment. If there is a downside to the HSQC
experiment and the improved F'; resolution that it offers relative to
HMQC experiments, it would be that the experiment is more sensitive
to proper calibration of the 180° refocusing pulses used for both protons
and the heteronucleus.

Using strychnine (1) as a model compound, a pair of HSQC spectra
are shown in Fig. 10.16. The top panel shows the HSQC spectrum of
strychnine without multiplicity editing. All resonances have positive
phase. The pulse sequence used is that shown in Fig. 10.15 with the
pulse sequence operator enclosed in the box eliminated. In contrast, the
multiplicity-edited variant of the experiment is shown in the bottom
panel. The pulse sequence operator is comprised of a pair of 180° pulses
simultaneously applied to both 'H and '3C. These pulses are flanked
by the delays, A = 1/2(!Jcp), which invert the magnetization for the
methylene signals (red contours in Fig. 10.16B), while leaving methine
and methyl resonances (positive phase, black contours) unaffected.
Other less commonly used direct heteronuclear shift correlation expe-
riments have been described in the literature [47].

10.4.4.3 Long-Range heteronuclear shift correlation methods

There are numerous *>C detected long-range heteronuclear shift corre-
lation methods developed [48]. The primary reason that these methods
have largely fallen into disuse is because of the of the heteronuclear
multiple bond correlation (HMBC) experiment [49]. The proton-detected
HMBC experiment and its gradient enhanced variant (GHMBC) offer
considerably greater sensitivity than the original heteronucleus-detected
methods. The signal intensity of the GHMBC experiment depends on
the congruence between the optimization of the long-range delay in the

Fig. 10.16. (A) GHSQC spectrum of strychnine (1) using the pulse sequence
shown in Fig. 10.15 without multiplicity editing. (B) Multiplicity-edited
GHSQC spectrum of strychinine showing methylene resonances (red con-
tours) inverted with methine resonances (black contours) with positive phase.
(Strychnine has no methyl resonances.) Multiplicity-editing does have some
cost in sensitivity, estimated to be ~20% by the authors. For this reason, when
severely sample limited, it is preferable to record an HSQC spectrum without
multiplicity editing. Likewise, there is a sensitivity cost associated with the use
of gradient based pulse sequences. For extremely small quantities of sample,
non-gradient experiments are preferable.
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Fig. 10.17. Gradient version of the HMBC experiment described by Bax and
Summers [49]. The gradient version shown is that of Hurd and John [44]. The
original version of the experiment did not employ either gradients or the low-
pass J-filter as shown. Typically the low-pass J-filter is optimized as a function
of the average 'Jcy coupling constant, typically ~145 Hz The long-range delay is
optimized for the average "Jcy coupling where n = 2 — 4, which is usually in the
range of 6-10 Hz Optimization of this delay for 6 and 10 Hz is frequently seen in
literature reports. The gradient ratios for "H-'3C exgeriments are most typically
set to 2:2:1 or 5:3:4 for 'H-'3C or 5:5:1 for 'H-'°N long-range experiments.
For sample-limited problems, it is advantageous to rely on phase cycling rather
than gradient coherence selection to improve the sensitivity of the experiment,
which is typically regarded as about 1/4 that of the HSQC experiment.

pulse sequence (see Fig. 10.17) to the actual long-range heteronuclear
coupling constant.

To provide the means of sampling a wider range of potential long-
range heteronuclear coupling constants, an alternative version of this
heteronuclear shift correlation experiment is called the accordion-opti-
mized HMBC, or ACCORD-HMBC [50]. Additional modifications of
this experiment are also available [51].

The advantage inherent to using an accordion-optimized long-range
experiment over the single or ‘‘statically’’-optimized delay in the
HMBC experiment is seen when the number of long-range couplings
of strychnine are considered. The 10 Hz optimized GHMBC spectrum
of strychnine normally contains four *Joy correlation responses. In
contrast, the 2-25 Hz optimized ACCORD-HMBC experiment contains
17 *Jon correlations, as shown by (6).
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Additional heteronuclear long-range experiments include the
BIRD-HMBC experiment and the broadband HMBC experiment [52].
Experimental variants capable of simultaneously recording direct and
long-range heteronuclear correlations include the HMSQ and MBOB
experiments [53].

Another class of heteronuclear long-range experiments focus on
sorting long-range coupling constants. One such example is the XH
correlation with fixed evolution pulse sequence [54]. This prototypical
heteronucleus-detected long-range experiment differentiates two-bond
from n-bond (n>2) long-range correlations to protonated carbons.
Inverse-detected experiments of this type include Z2J3J-HMBC,
"J-HMBC, HMBC-RELAY and H2BC [55]. While all of these various
2J/"J HMBC variants work for protonated carbons, unfortunately, none
of them are as yet capable of differentiating 2J from "J long-range
correlations to quaternary carbon resonances. Likewise, none of the
experiments presently available is capable of further differentiation of,
for example, 2J from "J correlations where n > 3. Proton-detected long-
range heteronuclear shift correlation experiments, irrespective of
which one is used, provide a high-sensitivity method for accessing
long-range heteronuclear connectivity information vital to structure
elucidation efforts.

10.4.4.4 Hyphenated heteronuclear shift correlation methods

Many of the experiments described thus far can be used as building
blocks to create more sophisticated pulse sequences. The earliest
variants of hyphenated NMR experiments, such as HC-RELAY, were
heteronuclear detected [56]. More recent hyphenated heteronuclear
shift correlation methods are based on proton detection and include
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experiments such as HXQC-TOCSY (X = S - single or M — multiple) or
HXQC-NOESY/ROESY [57]. The HSQC portion of the experiment
is used to sort the information afforded by the hyphenated segment of
the experiment as a function of carbon chemical shift in the F;
frequency domain. The HMQC- or HSQC-TOCSY experiment is rela-
tively insensitive, offering about 1/4 the sensitivity of a 'H-*C HMBC
experiment. The -NOESY/ROESY experiments have correspondingly
lower sensitivity than their TOCSY counterparts, since the NOESY or
ROESY responses being sorted as a function of the carbon chemical
shift of the directly bound carbon are typically only a few percent of the
intensity of the direct response. Of course, in principle any NMR active
heteronucleus can be used instead of carbon. One application of the
HMQC-TOCSY is for the natural products community. These exper-
iments provide a powerful means of sorting proton—proton connectivity
information for complex molecules with highly overlapped proton spec-
tra that would be otherwise difficult to disentangle with conventional
homonuclear 2D experiments such as COSY and TOCSY.

The Inverted Direct Response (IDR)-HSQC-TOCSY pulse sequence
is shown in Fig. 18 [58]. The experiment begins with an HSQC segment

180 90 18 90 180 180
ApmA t
2l Z|SL[(MLEV), [SL| A A 2
18 90 180 90 180 180
I I_I I I |decouple|
hsg1 G1
2
| I_- —
Z-Gradient

hsg1

Fig. 10.18. IDR (Inverted Direct Response)—HSQC-TOCSY pulse sequence.
The experiment first uses an HSQC sequence to label protons with the chem-
ical shift of their directly bound carbons, followed by an isotropic mixing pe-
riod that propagates magnetization to vicinal neighbor and more distant
protons. The extent to which magnetization is propagated in the experiment is
a function of both the size of the intervening vicinal coupling constants and
the duration of the mixing period. After isotropic mixing, direct responses are
inverted by the experiment and proton detection begins.
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that establishes coherence between protonated carbons and their di-
rectly bound protons. After carbon chemical shift ‘“labeling’’ in the
HSQC portion of the experiment, proton magnetization is propagated
from the directly bound protons to their vicinal neighbor protons as a
function of an isotropic mixing period. The number of bonds through
which magnetization is transferred is a function of the size of the in-
tervening coupling constant and the duration of the mixing period.
Following propagation, magnetization is edited to invert direct re-
sponses and then detected.

As an example, consider the complex polyether marine toxin breve-
toxin-2 (7) [59]. The proton NMR spectrum of this molecule, even at
600 MHz, has considerable overlap making the establishment of pro-
ton—proton connectivity information from a COSY or TOCSY spectrum
difficult at best. In contrast, the IDR-HSQC-TOCSY spectrum pre-
sented in Fig. 10.19, in conjunction with an HMBC spectrum, allows the
total assignment of the proton and carbon resonances of the molecule.

10.5 NMR OF SOLIDS METHODS
10.5.1 Introduction to solid-state NMR

In general, liquid-state NMR is preferable as a starting point over
SSNMR for several compelling reasons. The primary reason is due to
the ability of liquid-state NMR to yield much narrower lines. In prac-
tice, liquid-state NMR line shapes are typically an order of the mag-
nitude or more narrower than the solid state. This provides much
greater spectral resolution and often an apparently greater signal-
to-noise ratio for liquids spectra as compared with solids spectra. NMR
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Fig. 10.19. IDR-HSQC-TOCSY spectrum of the complex marine polyether
toxin brevetoxin-2 (7). The data were recorded overnight using a 500 pg sam-
ple of the toxin (MW = 895) dissolved in 30 ul of dg¢-benzene. The data were
recorded at 600 MHz using an instrument equipped with a Nalorac 1.7 mm
SMIDG probe. Direct responses are inverted and identified by red contours;
relayed responses are plotted in black. The IDR-HSQC-TOCSY data shown
allows large contiguous protonated segments of the brevetoxin-2 structure to
be assembled, with ether linkages established from either long-range con-
nectivities in the HMBC spectrum and/or a homonuclear ROESY spectrum.

of liquids spectra can also be less complex to interpret than solids
spectra, since some interactions, such as dipolar couplings, are averaged
to zero in the liquid state. In addition, the hardware requirements for a
SSNMR spectrometer are arguably more demanding in many ways
than for a NMR of liquids spectrometer. For instance, much higher RF
power levels are necessary to generate very short pulse widths, and
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highly precise pulse phase transitions and very linear power amplifiers
are required for many of today’s sophisticated SSNMR pulse sequences.

So, given that SSNMR may yield poorer spectral quality, may pro-
vide data that are much more difficult to interpret, and may pose higher
requirements on instrument hardware, why would one choose to run
NMR experiments on solid samples? There are a variety of cases in
which the liquid state cannot provide the desired information. In gen-
eral, when one wishes to probe properties specific to the solid state that
cannot be observed in the liquid state, then SSNMR is used. For ex-
ample, distance measurements can be investigated by measuring dipo-
lar couplings, which are only observable in the solid state. Spatial
tensor information can be derived from single crystal samples. Solid-
state NMR can also be used to distinguish amorphous versus crystalline
material as well as distinguishing different polymorphs. Solvation
states can also be measured by SSNMR and not by NMR of liquids. One
may also want to study solid-phase interfaces such as in a multi-com-
ponent solid like a controlled release drug tablet. Another potential
reason for working in the solid state is if the sample to be studied is
highly insoluble in any usable solvent, or the sample is not stable in
solution. These types of investigations are uniquely suitable to the solid
state and have a wide array of practical applications. These include, for
instance, pharmaceuticals, petrochemicals and other fuels, pigments,
polymers, catalysts, cellulose and more [60].

These differences between liquids and NMR of solids are primarily
due to molecular mobility. In the solid state, molecules are held rigidly
in place by the crystal lattice and cannot tumble freely in space. All
nuclear interactions are therefore theoretically observable, and this is
why SSNMR spectra are very rich in molecular information. Such
interactions include dipolar coupling, quadrupolar coupling and aniso-
tropic chemical shift in addition to the isotropic chemical shift and
J-coupling observed in NMR of liquids spectra. The challenge for the
SSNMR spectroscopist is to disentangle the many different interactions
that collectively contribute to the observed NMR spectrum, and this
spectral selectivity forms the basis of modern SSNMR techniques.
Typically this interplay of molecular interactions gives rise to very
broad spectral resonances. In solution, fast isotropic molecular tum-
bling averages out most of the nuclear interactions to zero, thus yield-
ing relatively narrow spectral peaks. These averaged interactions
include dipolar coupling, for instance, which relates to distance meas-
urements and other spatial relationships on the molecular level, and
anisotropic chemical shift, which shows a different chemical shift for
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each molecular orientation in the magnetic field. What remain in NMR
of liquids spectra are only isotropic chemical shift interactions and
J-coupling. Solution-state NMR spectra are therefore typically much
simpler and easier to interpret than the corresponding SSNMR spectra.
Also, the basic-solution NMR experiments are for the most part simpler
to execute and less demanding on the instrument hardware, since
complex selectivity schemes are not required to simplify the spectrum.

Given that one wishes to probe a solid-state effect, when would one
choose SSNMR over other possible characterization techniques? One
major advantage that affords over other solids characterization tech-
niques including powder X-ray diffraction, Fourier Transform Raman
spectroscopy and infrared spectroscopy, is its exquisite sensitivity to
small nuances in a chemical environment arising from differences in
the crystal packing. Toward this end, SSNMR can often detect the
presence of multiple crystal forms in a sample, as well as the number of
molecules in a crystalline unit cell, when results from alternative tech-
niques are ambiguous. Similarly, it is a valuable tool for investigating
solid-phase transitions. SSNMR is also well suited for studying complex
mixtures, since the spectral dispersion and other experimental tech-
niques often provide enough selectivity to observe the compound of
interest. This differs from infrared and Raman spectroscopy, for in-
stance, which are usually challenging to interpret for heterogeneous
systems. Furthermore, as is the case for solution NMR, SSNMR selec-
tively detects various nuclei, such as hydrogen, carbon and fluorine, and
this provides an additional selection parameter when studying complex
samples. Another advantage of SSNMR over other techniques, depend-
ing on the question to be investigated, is its lack of sensitivity to particle
size. That is to say that NMR is most influenced by the local environ-
ment rather than by long-range order. By measuring line widths and
relaxation parameters, SSNMR can also evaluate the degree of sample
crystallinity as well as chemical interactions between components in a
sample. VI SSNMR can be used to probe molecular dynamics. Of
course, the nondestructive nature of NMR in general makes it a pre-
ferred choice for precious samples.

10.5.2 Basic principles of SSNMR

In general, NMR properties of a molecule are tensor properties. That is,
their value depends upon the spatial relationship of the molecule to the
applied magnetic field. As such, each property can be described using
three principal components, plus three angles to specify the orientation
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of the molecule within the applied magnetic field. For all such inter-
actions, the magnitude of the interaction depends upon (3cos?0—1),
where 0 is the angle between the magnetic field and a significant
molecular direction. This could be, for instance, one of the three prin-
cipal component tensor directions. In the liquid state, fast isotropic
molecular tumbling causes (3cos?0—1) to go to zero, so that no aniso-
tropic interactions are present. In the solid state, these interactions can
dominate the observed spectrum. Anisotropic interactions include ani-
sotropic chemical shift (a.k.a. “‘chemical shielding anisotropy’’) which
effectively yields a different chemical shift value for each molecular
orientation in the sample, dipolar coupling that is related to inter- and
intra-molecular spatial relationships, and quadrupolar coupling which
applies only to molecules with spins greater than 1/2. The angle 0 can
take on all possible values, representing all possible orientations in
space, and each value yields a different interaction value, e.g., dipolar-
coupling constant or anisotropic chemical shift. Therefore, a range of
values is observed for powdered or amorphous samples, thus yielding
broad spectral resonances. (For a single crystal sample, the molecules
are all at a single orientation in the magnetic field, so only one value
arises for the chemical shift, and one value for the dipolar coupling
constant.)

The dipolar interaction is inversely proportional to the cube of the
distance between the two interacting nuclei. Since this is a through-
space interaction, the two nuclei do not need to be directly bonded to-
gether to observe the interaction. Dipolar-coupling constants therefore
provide a measure of internuclear distances. It is important to note that
these measurements provide the average distance between the nuclei
over any motion of those nuclei. If temperature significantly affects the
molecular motion, then the average distance measured will also be af-
fected. This therefore makes the NMR measurement of the average nu-
clear distance an appropriate compliment to static distances measured
by diffraction techniques. Owing to molecular mobility, these two dis-
tance values may not be the same for a given sample. For dipolar in-
teractions between protons, the range of dipolar-coupling values may be
in excess of 100 kHz. For heteronuclear dipolar interactions such as be-
tween protons and carbons, the dipolar interactions are typically on the
order of 30kHz. Chemical shift anisotropy for carbons is commonly on
the order of 20 kHz and is proportional to the size of the magnetic field.

Representative spectral patterns are shown in Fig. 10.20 for a static
powder sample. The three spectra show the impact that the degree
of chemical shift symmetry in space has on the observed spectrum.
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Fig. 10.20. Theoretical spectral patterns for NMR of solid powders. The top
trace shows the example of high symmetry, or cubic site symmetry. In this
case, all three chemical shift tensor components are equal in value, o, and the
tensor is best represented by a sphere. This gives rise to a single, narrow peak.
In the middle trace, two of the three components are equal, so the tensor is
said to have axial site symmetry. This tensor is best represented by an ellipsoid
and gives rise to the assymetric lineshape shown. If all three chemical shift
components are of different values, then the tensor is said to have low-site
symmetry. This gives rise to the broad pattern shown in the bottom trace.

As stated above, the chemical shift can be represented by three prin-
cipal tensor components. If these three components are all equal in
magnitude, then the chemical shift tensor is said to have a high degree
of symmetry, or ‘“cubic site symmetry.”” The tensor could be envisioned
as a perfect sphere in this case. This gives rise to a single, narrow
resonance in the spectrum. If, on the other hand, two of the three
components are equal in value, then the tensor is said to have ‘“‘axial
site symmetry.” In this case, the tensor is best represented by an el-
lipsoid. The contribution to the observed spectrum would be a peak
with a significantly elongated edge. If all three of the principal tensor
components are different, then the tensor has “low site symmetry.”
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In this case, the contribution to the observed spectrum would be quite
broad, and its general shape is represented in the bottom of Fig. 10.20.
In many cases, these broad contributions to the observed SSNMR
spectrum complicate one’s ability to extract the information of interest,
so experimental approaches have been developed to eliminate or reduce
these spectral contributions. One such approach involves spinning the
sample about a particular axis at very fast speeds. The explanation for
this is actually quite straightforward. Recall that these anisotropic in-
teractions depend upon the term (3 cos®0 — 1), where 0 is the angle
between the magnetic field and a significant molecular direction. If one
wants these interactions to go away, simply set this mathematical ex-
pression equal to zero, and solve for the angle 0. The result is 54.74°,
which is called the “magic angle,” and the technique is known as ‘““magic
angle spinning” or “MAS.” In fact, there is no magic about it. This is
the angle between any side of a cube and its diagonal. By rotating the
sample rapidly about this angle, the three principal component direc-
tions average to zero, so the anisotropic contributions go to zero (see
Fig. 10.21). Effectively the fast, random tumbling of molecules present
in solution is artificially reintroduced for solids using this technique.
In practice, the spinning rate of the sample about the magic angle
needs to be fast relative to the observed static line width of the sample.
So, for example, if the observed anisotropic line width is 20 kHz, then
the sample must spin at faster than 20 kHz, or 20,000 revolutions per

Fig. 10.21. Magic angle spinning (MAS) diagram. B, represents the direction of
the magnetic field. The sample rotor is rotated rapidly at a velocity, v,, and an
angle, 0, relative to the magnetic field. The angle is set to 54.74°, equivalent to
the diagonal of a cube, in order to average dipolar interactions to zero, thus
narrowing the observed spectral lines. In practice, typical spinning speeds are
on the order of tens of kiloHertz.
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second, in order to average out this contribution to yield a narrow
spectral resonance. If the spinning speed is not fast enough, then the
spinning rate of the sample rotor will be observed in the spectrum as
“spinning side bands.”” These spectral artifacts occur at multiples of the
spinning speed and are symmetric about each isotropic peak in the
spectrum. The isotropic peak is therefore often commonly referred to as
the ““‘center band,” since it lies in the center of the spinning side bands.
Spinning side bands can be readily discerned either by calculating their
positions based on the spinning speed, or by varying the spinning speed
and observing which peaks move. For example, suppose the spinning
rate is set to 7kHz. On an 11.7 T magnet, this corresponds to 55.7 ppm,
since 1 ppm = 125.6 Hz at this field strength. The spinning side bands
will therefore be offset from each center band by multiples of 55.7 ppm.
The intensity of the side bands depends upon the spinning speed as
well, where faster speeds diminish the size of the side bands. The in-
tensity also depends upon the magnitude of the anisotropic interaction
to be overcome. Sample rotors are most commonly made out of zirconia,
and a polymeric material called Kel-F is used to make the drive tips and
end caps to seal the rotor for each sample.

The effect of MAS is significant on the observed spectrum. If the
interaction to be averaged by MAS is a homogeneous dipolar interaction
between protons, then as the spinning speed is increased, the spectrum
changes from a single, broad resonance to a narrower isotropic center
band flanked by low intensity spinning side bands. If the interaction to
be averaged out is an inhomogeneous chemical shielding tensor inter-
action, then axial site symmetry is observed in the static spectrum, and
increasing the spinning speed narrows this contribution to the isotropic
chemical shift plus low intensity spinning side bands.

In practice, carbonyl and aromatic carbons tend to give rise to very
intense side band resonances due to their large chemical shielding an-
isotropies. For the same reasoning, methine and methylene carbons
usually have relatively low intensity spinning side bands. Methyl reso-
nances typically do not generate observable side bands, because they
have a very small degree of chemical shielding anisotropy due to the
rapid rotation of the methyl group about its axis.

As is the case for NMR of liquids, another important consideration
for SSNMR spectroscopy is relaxation. There are different types of re-
laxation present during a SSNMR experiment. The spin-lattice relax-
ation, T, dictates how fast one can repeat scans. This time between
experiments must be set greater than five times T'; in order for com-
plete relaxation to occur. Otherwise, the full signal intensity will not be
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collected. In the solid state, this relaxation time can vary widely from
seconds to hours or even longer. Similar to 7T'; is the spin-lattice re-
laxation time in the rotating frame of reference, or “T';,.” This relax-
ation time determines the decay of carbon signal for some
heteronuclear experiments. For solids, Ty, is commonly on the order
of tens of milliseconds. Finally, T'; relaxation between nuclear spins is
what determines the spectral line width. It is typically on the order of
tens of microseconds for non-spinning solid samples.

10.5.3 Common SSNMR experiments

The vast majority of liquid-state NMR experiments are based upon the
detection of hydrogen nuclei, or protons. This is for several reasons
including its high natural abundance and gyromagnetic ratio that make
it a very sensitive nucleus to detect by NMR, its nuclear spin of 1/2,
which yields the simplest possible spectral line shapes, and its common
presence in a great range of molecules of interest. This may seem like a
logical choice then for SSNMR as well. Unfortunately, the very strong
dipole-dipole interactions that exist between the numerous protons in a
typical sample cause extensive line broadening in the observed NMR
spectrum. While this dipolar contribution is averaged out in solution
due to isotropic molecular tumbling, in solids it can broaden resonances
far beyond the chemical shift range of protons. Recall that homogene-
ous dipolar couplings are on the order of 100 kHz or more, while com-
mon proton chemical shifts are in the range of approximately 0-10 ppm,
or upto 6 kHz on a 600 MHz spectrometer. In order to average out this
anisotropic contribution, the sample rotor needs to spin at the magic
angle faster than this (>100kHz), which is not achievable with today’s
technology. Typical sample rotor spinning speeds are roughly an order
of magnitude slower than that.

Alternative approaches to average out dipolar couplings therefore
been developed to be used instead of, or more commonly, in combina-
tion with fast sample spinning. These approaches rely on manipulation
of the nuclear spins directly rather than rotating the entire sample at
once. One of the original techniques developed is called ‘“‘Combined
Rotation and Multiple Pulse Spectroscopy’” (CRAMPS) [61]. A more
modern method, called ‘“Frequency Switched Lee-Goldberg” (FSLG)
spectroscopy, improves upon the results obtainable using the CRAMPS
approach [62]. Nonetheless, even these line-narrowing techniques still
yield proton line widths of about 0.5-1.0ppm, compared to
0.01-0.001 ppm readily achievable by solution NMR.
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By far the most popular approach to SSNMR has therefore been to
look at less naturally abundant nuclei in order to greatly reduce the line
broadening contribution of homogeneous dipolar coupling to the spec-
trum. Carbon-13 SSNMR and to a lesser extent 15-nitrogen are parti-
cularly common nuclei to study due to their presence in so many
materials of interest. Compared with protons, these nuclei have very
low natural abundance, so the number of nuclei to detect, and hence
the sensitivity, is greatly reduced. Most of these experiments therefore
focus on enhancing the sensitivity of the low-abundance nucleus to be
detected. A key experimental building block that addresses this issue is
called “‘cross-polarization” CP [63]. The fundamental strategy behind
CP is to create a very large amount of magnetization by irradiating a
group of high abundance nuclei, typically protons, and transferring this
magnetization to a group of low abundance nuclei, typically carbon or
nitrogen, in order to increase the magnetization and thus the observed
signal intensity of the low abundance nuclei. As shown in Fig. 10.22,
heteronuclear dipolar coupling enables this transfer of nuclear mag-
netization from protons to carbons, while homonuclear dipolar coupling
between the protons enables the redistribution of spin energy between
protons through spin diffusion.

In practice, CP is achieved using the pulse sequence shown in
Fig. 10.23. This shows the case for protons as the high abundance nu-
clei and carbons as the low abundance nuclei. First a standard 90° pulse
is applied to the protons to create the initial magnetization. Then a pair

H\H )
\
H ™
/H/ ?\H
H / | g

Fig. 10.22. Diagram showing the cross-polarization from protons, “H,” to a
heteronucleus, “X,” such as carbons. Heteronuclear dipolar coupling enables
the transfer of magnetization from H to X, such as protons to carbons. Ho-
monuclear dipolar coupling between the abundant protons enables the redis-
tribution of proton spin energy through spin diffusion.
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Fig. 10.23. Cross-polarization pulse sequence. The high abundance nuclei,
such as protons, are first irradiated with a standard 90° pulse to create the
initial magnetization. A special pair of spin-locking pulses is applied during a
period called the contact time in order to transfer the magnetization from the
protons to the low abundance nuclei, such as carbons. Protons are then de-
coupled from carbons during the acquisition of the carbon signal. In the case of
protons and carbons, cross-polarization can enhance the observed carbon sig-
nal by as much as four-fold.

of special spin-locking pulses is applied. This pair of pulses must meet
the requirements of the ‘“‘Hartmann-Hahn’’ match condition [64].

yuBu = yc¢Bc (10.2)

In this equation, yg is the gyromagnetic ratio of the high abundance
nucleus, By is the applied field for the high abundance nucleus, y¢ the
gyromagnetic ratio of the low abundance nucleus, and B¢ the applied
field for the low abundance nucleus. This spin-locking pulse pair is
followed by a decoupling scheme to decouple the protons from carbon
during the acquisition of the carbon signal.

The duration of the spin-locking pair of pulses is known as the
“contact time’’ or CP time (“Tcp”’) and is typically set for between 1
and 10 ms. The overall sensitivity gain achievable is equal to the ratio of
the gyromagnetic ratios. For protons and carbons, y/yc = 4, so there is
a four-fold potential gain in the signal-to-noise ratio. The potential en-
hancement is approximately 10-fold for protons and nitrogen. There is
yet another sensitivity benefit to be gained by using CP. The low
abundance nucleus relaxes according to the T'; rate of the high abun-
dance nucleus, rather than by its own relaxation rate. Since protons
typically relax much more quickly than other nuclei do, the recycle time
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between experimental scans (~5 times T';) can be shortened signifi-
cantly. More scans can therefore be acquired in a given amount of
time, so the signal increases. MAS is often combined with CP to achieve
both line narrowing and sensitivity enhancement, respectively. This
combination of techniques is called “CPMAS”’ spectroscopy. In general,
CP is most effective for short heteronuclear distances and rigid local
environments.

There is one drawback of CP, and that is the difficulty it creates in
quantifying spectral contributions. The observed carbon signal origi-
nates from the transfer of magnetization from the protons. The effi-
ciency of this transfer depends upon the local molecular mobility as well
as the distances between proton and carbon nuclei. As a result, the
intensity of each peak in the CP spectrum is affected differently de-
pending upon these parameters, so using the peak intensities is chal-
lenging to identify the number of carbons giving rise to each peak.
Alternatively, one could use both peak heights and line widths to try to
quantitate a spectrum, but accurate line width measurements are usu-
ally quite challenging in a SSNMR spectrum. Peak area integration
may also be attempted. However, this is commonly thwarted by signifi-
cant overlap of resonances. Spectral deconvolution is another approach
to quantifying solids spectra, but in this case, one needs to choose the
relevant line shape, i.e., percent Gaussian versus Lorentzian, and this is
not intuitive. Other factors affecting the relative peak intensities of
heterogeneous samples include T'; and T';, for protons in the sample,
line widths (influenced by T5), and spinning side bands, which steal
intensity from their corresponding center band. The limit of quanti-
tation for natural abundance *C CPMAS spectra using an internal
standard is approximately 1% by current methods. This compares quite
favorably with other solid-state techniques such as powder X-ray dif-
fraction and infrared or Raman spectroscopy.

In reference to the CP pulse sequence, it was mentioned that de-
coupling of the abundant nuclei from the rare nuclei is applied during
the acquisition period. Without this ‘“‘dipolar dephasing,”” protonated
carbons such as methines and methylenes would yield broad resonances
due to the dipolar coupling to protons, and these resonances would
decay very rapidly. These signals are therefore lost before the signal is
acquired. Non-protonated carbons, i.e., quaternaries, would not be
broadened by proton—dipolar coupling, so they would yield relatively
sharp, long-lived resonances readily detected without dipolar dephas-
ing. Methyl carbons undergo fast molecular motion about their primary
axis, and this molecular motion narrows the resulting resonance, such
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that they would also be observed to some extent without dipolar de-
phasing.

Dipolar dephasing experiments thus make an excellent compliment
to CP experiments with variable contact times when one wishes to
perform spectral editing. A logical approach for discerning different
carbon types is as follows. The standard 3C CPMAS spectrum 