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Dong Liu, University of Bristol, Bristol, UK
Juan Manuel Madariaga, University of Bilabo, Bilabo, Spain
Nicolas Maubec, BRGM and Université d’Orléan, Orleans, France
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Preface
Jack Yarwood,a Richard Douthwaiteb and Simon Duckettc

DOI: 10.1039/9781782621485-FP005

In keeping with the changes introduced in 2009 to this volume of the
series, the current edition encompasses predominantly critical or tutorial
reviews from a wide spectrum of inorganic materials science and spec-
troscopy. The reader should be able to find unfamiliar material described
in an accessible style, providing the critical context and important recent
work in the field.

In this volume the articles encompass the application of spectroscopic
methods from fundamental characterisation of novel complexes and
compounds to ‘real world’ detection of environmental pollution. Con-
tinuing the trend of recent additions, combinations of spectroscopic and
structural methods are increasingly common providing insight not pos-
sible using individual techniques sequentially.

Collectively the articles represent a wide cross section of activity in the
application of spectroscopy to inorganic chemistry, however there are
clearly common themes to the spectroscopy applied to a diverse range of
materials. We hope the reader will at least learn something new or find
an alternative perspective to a familiar topic and perhaps extract a little
inspiration.

The editors are of course indebted to all our authors for agreeing to
contribute and submitting their articles in time for publication. The
editing for the majority of the articles was uneventful and of course we
take responsibility for any errors and apologise in advance. We also thank
Dr Merlin Fox and Mrs Alice Toby-Brant of the RSC for sending us timely
reminders and keeping us on track during the commissioning and
editing processes.

aMaterials Research Institute, City Campus, Pond Street, Sheffield S1 1WB.
E-mail: J.Yarwood@shu.ac.uk

bDepartment of Chemistry, University of York, York YO10 5DD, UK.
E-mail: richard.douthwaite@york.ac.uk

cDepartment of Chemistry, University of York, York YO10 5DD, UK.
E-mail: simon.duckett@york.ac.uk
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Magnetic resonance imaging methods in
heterogeneous catalysis
Igor V. Koptyuga,b

DOI: 10.1039/9781782621485-00001

Applications of spatially resolved magnetic resonance in heterogeneous catalysis and
related fields are considered. The chapter starts with a simple description of the basic
principles of MRI and the discussion of the specific features which make MRI a powerful
and versatile toolkit capable of providing useful and diverse information about catalysts,
reactors and processes within them in a non-invasive manner. Next, practical aspects of
constructing an MRI-compatible reactor are presented along with the methods for, and
examples of, the structural MRI studies of packed beds, model reactors and related
geometries. The basic principles of mass transport studies with NMR and MRI are
considered next, and the literature examples of MRI studies of mass transport in model
systems are briefly outlined. The rest of the chapter is devoted to the analysis of the studies
of model catalytic reactors under operating conditions, and includes MRI studies of
distribution and mass transport of fluids, spatially resolved spectroscopic studies of
conversion, MRI thermometry of operating catalytic reactors and microreactors, and the
use of the emerging techniques for nuclear spin hyperpolarization to boost the sensitivity
of NMR and MRI in catalytic applications.

1 Introduction

Nuclear magnetic resonance imaging, abridged to ‘‘MRI’’ to stress its
harmless nature, has become one of the most powerful instruments in
modern medical diagnostics. In fact, MRI has revolutionized modern
medicine by enabling physicians to literally see the state of internal
organs in a human body and various processes taking place within it.
This ability, coupled with the non-invasive nature of the technique, made
it possible to abandon the ‘‘black box’’ approach, in which the diagnosis
is often based on superficial observations and a limited number of
symptoms which are often similar in many diseased states. The success
of medial MRI might seem surprising given that the technique has
modest spatial resolution and a number of significant limitations as
compared to other modern imaging techniques, e.g. computer assisted
(X-ray) tomography (CAT), positron emission tomography (PET), etc.
However, the key feature of MRI is that it is best characterized as a
versatile toolkit,1 in contrast to many other techniques which are
powerful but specialized tools. In addition to morphological studies, the
medical MRI toolkit contains tools for angiography, thermometry,
spectroscopy, elastography, functional MRI, and a lot more. The foun-
dation for this tremendous diversity is the versatile nature of image
contrast in MRI. The latter is sensitive to a wide range of properties of an

aInternational Tomography Center, SB RAS, 3A Institutskaya St., Novosibirsk
630090, Russia

bNovosibirsk State University, 2 Pirogova St., Novosibirsk 630090, Russia.
E-mail: koptyug@tomo.nsc.ru
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object under study and processes taking place within it. Furthermore,
image contrast in MRI can be deliberately tailored to the needs of a
particular study. As a result, MRI is able to provide a lot more than just
structural information. It is this ability which makes MRI so powerful a
technique.

Unlike modern medicine, chemical and process engineering practice
still largely relies on the ‘‘black box’’ approach, trying to figure out what
is happening inside an operating reactor on the basis of a number of
external measurements (pressure drop, temperature, chemical com-
position of the feed and reactor output, transient response curves, etc.). A
number of modern imaging techniques are being developed to overcome
the existing limitations, but so far our ability to see the inner works of
one of the most sophisticated bioreactors – human body – by far exceeds
our ability to visualize processes inside, e.g., a packed bed reactor. In fact,
biomedical MRI has reached the stage when metabolic processes taking
place in the cells of various tissues and organs can be interrogated in live
animals,2 and this possibility is currently being extended to in-human
studies.

With all this progress in biomedical MRI applications, it might seem
surprising that MRI has not become a routine technique to ‘‘diagnose’’
the behavior of various chemical reactors. One of the obstacles on this
way is the feature that makes MRI such a powerful technique – the
diversity of image contrast mechanisms, i.e., the sensitivity of the
detected signal to a wide range of object properties. As a result, many
MRI strategies developed in medical MRI to a state of perfection perform
unsatisfactorily when applied to non-biological objects. At present, non-
biomedical applications of MRI are still an art rather than routine studies
despite the fact that the interest in such studies is clearly on the rise,
including applications to problems related to catalysis.

2 The MRI technique

NMR in general and MRI in particular explore the interaction of nuclear
spins with static and oscillating magnetic fields. In NMR spectroscopy,
one acquires NMR spectra which characterize local magnetic environ-
ments of nuclei possessing a non-zero spin (e.g., 1H, 13C, 19F, 31P) and
thereby provide information on chemical composition of a sample, its
molecular structure and dynamic transformations, etc. In an NMR
spectrum, the position of a particular resonance (the resonance
frequency o) is proportional to the applied static magnetic field B0 and
the magnetogyric ratio g of the magnetic nucleus under consideration
(o p gB0). This implies that if, for instance, a container with water is
placed in a spatially uniform magnetic field (Fig. 1a), a single NMR res-
onance will be observed in the NMR spectrum (Fig. 1b). Indeed, in NMR
spectroscopy, high magnetic field homogeneity is essential to obtain high
spectral resolution. In contrast, in MRI the magnetic field is intentionally
made to depend on a spatial coordinate, often in a linear fashion
(Fig. 1c). In this example, different volumes of water reside in different
static magnetic fields and therefore produce NMR resonances at different
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resonance frequencies. The resulting ‘‘spectrum’’ is essentially a one-
dimensional integral projection of the sample on the direction of the
gradient (Fig. 1d). If three orthogonal gradients are available, they can be
combined to produce a resulting gradient with an arbitrary orientation in
space, rendering an MRI measurement free from any orientational
preferences and making possible the acquisition of 2D and 3D images.
Gradients are often applied as pulses and are incorporated in an NMR
pulse sequence along with radiofrequency pulses and delays. The
borderline between MRI and non-imaging NMR applications is rather
vague. Indeed, many modern magnetic resonance (MR) experiments
combine spatial and spectral coordinates and are best described as
experiments in a multidimensional (sub)space of spatial, spectral and
temporal coordinates rather than MR spectroscopy or imaging.

NMR/MRI experiments require that a sample under study contains a
large number of magnetic nuclei. Their nuclear spins serve as intrinsic
probes or tracers which can convey the information about their spatial
position, local environments and mobility of the groups of atoms and
molecules they belong to, to the NMR detector which is usually placed
externally with respect to the object under study. Therefore, an MRI
experiment is non-invasive and non-destructive, does not require the
introduction of any other tracers or probes into the object under study,
and allows one to monitor various dynamic processes in situ, without a
need to periodically interrupt them to make a measurement.

Fig. 1 A glass of water with an ice cube in a homogeneous magnetic field without (a) and
with a superimposed magnetic field gradient along the x coordinate axis (c), and the ex-
pected 1H NMR spectra (b,d). Usually, only liquid contributes to the detected signal. The
‘spectrum’ in (d) is essentially an integral projection of the sample on the x axis.
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Modern NMR spectroscopy is performed with virtually all nuclei pos-
sessing a non-zero spin. In principle, an image can also be obtained
using any nucleus with a non-zero spin. In practice, however, the majority
of the MRI studies are performed using 1H NMR signal detection, with
a much smaller number of studies reported where other nuclei were
addressed. The reason is that the sensitivity (signal-to-noise ratio, SNR)
available in an experiment represents one of the major limitations for
achieving better spatial resolution, implementing faster imaging strat-
egies and developing more informative MRI applications. At the same
time, the multinuclear capability of MRI is one of the highly promising
directions for future developments, and the number of such applications
is growing. The sensitivity achievable with various nuclei, and thus the
practical feasibility of using these nuclei in an MRI experiment, are
largely governed by the concentration of the nuclear isotopes in question,
their magnetogyric ratios and their nuclear spin relaxation times in the
objects under study. For instance, since 12C and 16O isotopes are spinless,
NMR studies of these very important atoms require the use of 13C and 17O
isotopes characterized by a much lower natural abundance. This greatly
complicates the MRI experiments with such nuclei, because low natural
abundance leads to very low sensitivity and/or requires the use of ex-
pensive isotope-enriched samples. Nuclei with very low magnetogyric
ratios are usually characterized by low sensitivity, too, and therefore are
seldom used in MRI.

Nuclear spin relaxation times also determine the achievable sensitivity.
Furthermore, relaxation times govern spin dynamics in MRI experiments,
determine image acquisition times and are important image contrast
parameters. Transverse (or spin-spin) relaxation proceeds with a char-
acteristic relaxation time T2 and governs the decay of an observed signal
after a single radiofrequency (rf) pulse in a uniform magnetic field. In
practice, the apparent signal decay rate is even faster and proceeds with a
characteristic time T2*oT2 (or T2*{T2). This extra decay is caused by the
differences in local magnetic fields experienced by different spins which
imply different precession frequencies and gradual dephasing of the
ensemble of spins in a non-uniform magnetic field. However, this extra
decay caused by the distribution of local fields in the sample can be at
least partially reversed by means of spin echo techniques, and thus is
fundamentally different from the irreversible loss of signal characterized
by T2. After any perturbation, the system tends to return to thermal
equilibrium as spins realign with respect to the static field B0. This lon-
gitudinal (or spin-lattice) relaxation process is often exponential with a
characteristic recovery time denoted as T1.

Many imaging techniques literally scan an object to produce its image.
In contrast, modern NMR and MRI techniques (as well as many other
techniques such as X-ray crystallography, FT IR, etc.) use Fourier trans-
form to obtain spectroscopic or spatial data. In MRI, data acquisition
takes place in the space of wave vector k (k-space)3–7 defined as ki = gGit/
2p (i = x,y,z), where Gi is the magnitude of the magnetic field gradient
along coordinate i and t is the gradient duration. The original data set
detected in an experiment comprises a multidimensional array of NMR
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signal intensity values sampled for various values of k, achieved by
varying the magnitude, the duration or the number of the applied gra-
dients. Multidimensional Fourier transform of this data set is used to
recover the true image of the same dimensionality.

As ‘scanning’ is done in k-space and not in the space of Cartesian co-
ordinates, usually the entire data set in k-space has to be acquired before
an image can be reconstructed. One-dimensional (1D) imaging requires
an acquisition of a single line of sampled signal values in k-space and in
principle can be performed very rapidly, within a millisecond or so. For
samples which are nearly axially symmetric, acquisition of 1D axial pro-
jections can be a very efficient way to study fast dynamic processes.
Higher image dimensionality usually increases the minimum imaging
time substantially. The reason is that before the next line of samples in
k-space can be acquired, one often has to wait (3–5)T1 to allow the spin
system to return to thermal equilibrium. As an example, for 1H nuclei of
water with T1 = 2.7 s, a 3D image with 128�128�128 volume elements
(voxels) needs 128�128 lines in k-space to be detected, which translates
into an image acquisition time of more than 36 hours (128�128�3�T1).
At the same time, for a sample with T1 = 10 ms the same experiment can
be performed in 8 min. In practice, however, the sensitivity is often an
issue, and N accumulations of each line in k-space are performed to
improve SNR in the final image by a factor of N0.5. This makes image
acquisition time N times longer and makes this approach of sensitivity
improvement impractical for large values of N.

Several approaches are used to reduce imaging time in MRI. One
possibility is to reduce image dimensionality. In many cases, it suffices to
acquire images of a number of carefully chosen 2D slices or even 1D bars
of an object. The slices to be imaged can be non-invasively selected using
appropriate combinations of gradients and frequency-selective rf pulses.
As a result, the observed NMR signal is produced only by the spins res-
iding within the selected slice, eliminating the need to define the slice of
interest in any destructive fashion. As most of the image acquisition time
is wasted while waiting for the spin subsystem within the imaged slice to
return to equilibrium, slice-selective excitation in combination with a
carefully chosen interleaved acquisition of k-space lines for different
slices allows one to acquire not just one but several 2D slices within es-
sentially the same imaging time. Another efficient strategy widely used in
MRI is the implementation of various rapid imaging techniques. One of
the approaches is based on the accumulation of multiple k-space lines for
each pulse sequence repetition. For instance, single-shot 2D imaging
allows one to acquire the entire 2D image in fractions of a second, pro-
vided that the sensitivity is sufficient. Another possibility is to repeat the
pulse sequence without waiting for the complete recovery of the spin
system. Unfortunately, rapid imaging techniques developed and suc-
cessfully used in medical MRI, work properly for bulk liquids but often
fail for samples with short T2 times such as liquids in porous media,
gases and solids. At the same time, such materials are characterized by
shorter T1 times as well, sometimes allowing faster imaging using
standard imaging sequences. In certain cases, T1 times of liquids can be
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reduced artificially by dissolving paramagnetic species, as it is done in
medical MRI when paramagnetic contrast agents are administered.

For any imaging technique, an important feature is its spatial reso-
lution. In contrast to many other techniques, however, the spatial reso-
lution in MRI is sample-dependent. Images with the best resolution
achieved to date have voxel sizes of the order of 5�5�5 mm3, with some
studies reporting voxels as small as 3.7�3.3�3.3 mm3 or a volume of 40
femtoliters which contains 3�1012 proton spins of water.8 However, the
resolution of the MRI technique in many cases is limited by SNR, i.e., by
the sample rather than the instrument. Indeed, if the voxel size is re-
duced, the NMR signal intensity associated with each voxel diminishes
leading to the reduced SNR in the image. Therefore, the very high spatial
resolution could be obtained only using samples with large water content
and many hours of imaging time.8 In most practical applications the
resolution will be (much) coarser. The resolution doesn’t have to be
isotropic, however, and in many cases the slice thickness can be a few
mm while the in-plane resolution is from a few to a few hundred microns.
The sensitivity limit on the attainable resolution means that the best
applications for the MRI technique are those where the ultimate spatial
resolution is not required. Higher SNR can be achieved using signal
averaging, development of better hardware and more efficient pulse se-
quences, implementation of more sensitive signal detection methods
and polarization of nuclear spins to increase the available nuclear spin
magnetization. Nevertheless, one micron appears to be the ultimate limit
for conventional imaging schemes which will be difficult to overcome
even if a dramatic progress in sensitivity improvement can be achieved in
the future. Indeed, there are other factors which limit the attainable
resolution to roughly the same value of a few microns, which include
diffusive displacements of molecules (especially for gases) and available
magnetic field gradients (for materials characterized by short T2 and T2*
relaxation times).

It follows that the attainable spatial resolution may not be the stron-
gest feature of MRI as compared to other imaging techniques. As men-
tioned above, the essence of MRI is the nature and flexibility of image
contrast which extends well beyond the purely structural information.
For instance, one might think that an n-fold increase/decrease in con-
centration of the detected nuclear spins should lead to an n-fold in-
crease/decrease in the observed signal intensity. However, in many
practical cases it doesn’t. This is because the detected NMR signal de-
pends not only on spin density but also on many other parameters as
well. Furthermore, many essential changes in an object under study are
not accompanied by a pronounced concentration change, and thus
would be impossible to observe in the maps which reflect concentration
only. For instance, upon freezing of water, proton spin density variation
is relatively small. Nevertheless, NMR signal intensities of water and ice
can differ by orders of magnitude, allowing one to detect the phase
transition easily. The reason is that the NMR signal intensity can depend
dramatically on molecular mobility, and this dependence provides the
necessary contrast mechanism to detect the phase transition. The true
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power of MRI is that the range of the properties and processes affecting
image contrast is virtually unlimited and includes spin density, molecular
mobility, diffusive and convective transport, chemical transformations,
viscosity, temperature, paramagnetic additives, interactions with surfaces,
electric currents, magnetic susceptibility, degree of cross-linking and
ageing of polymeric materials, just to name a few. This means that, at least
in principle, all these properties and processes can be studied by MRI.

This also means that the MRI measurements are indirect. Indeed, the
only thing NMR/MRI can measure directly is an NMR signal and its
characteristics such as magnitude, phase, resonance frequency and line
width (and shape). An important feature of the MRI technique is the
flexible and adjustable nature of image contrast. As a result, those sample
properties which are of interest to a chemist or a chemical engineer can
be made to influence the detected NMR signal. The problem is that many
of sample properties usually affect the NMR signal simultaneously.
Therefore, the real challenge is to single out the effect caused by a par-
ticular quantity of interest. In many cases, this is feasible but requires
a lot of experience and care in the design of experiments and proper
interpretation of their results.

Sometimes, the influence of object properties on the NMR signal is
direct, as in the case of diffusion or flow of fluids in a magnetic field
gradient which directly affect signal intensity or phase, respectively. In
many cases, however, this influence is imposed via certain mediators. For
instance, in the example with water and ice considered above, the mo-
bility of molecules affects nuclear spin relaxation times (T1, T2), which in
their turn affect the NMR signal. Relaxation times of nuclear spins are
directly related to molecular mobility and therefore can provide useful
information on the frequency spectrum of molecular motions, their ac-
tivation energies and correlation times, and distances at the molecular
scale. Apart from relaxation times, there are other characteristics of a
spin system which can act as mediators, for instance chemical shift (or
local magnetic fields in general), spin polarization, spin–spin inter-
actions, etc. All this makes it possible to tailor an MRI experiment to the
needs of a particular study and to extract useful and diverse information
about objects and processes. It is worth mentioning that while appro-
priately weighted images usually give qualitative information only, one
can also obtain quantitative maps of various parameters by evaluating
the parameter of interest for each image voxel. This allows one to obtain
maps of local velocities, diffusivities, temperatures, chemical com-
position and so on.

3 Practical aspects and structure visualization

NMR instruments with 200–500 MHz 1H NMR frequency equipped with
(micro)imaging accessories provide high sensitivity and high spatial and
spectroscopic resolution. In addition, they are normally equipped with a
vertical bore superconducting magnet, which is most suitable for the
studies of certain reactor types such as trickle bed and fluidized bed
reactors. The geometry of the magnet and the rf probe limits the
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maximum reactor diameter to a few cm which has to fit into the rf coil/
gradient coils assembly. While the reactor and catalyst bed lengths are
essentially unlimited, the axial dimension of the sensitive region is also
limited to a few cm. These size restrictions combined with the limitations
on the materials that can be present in the magnet/probe assembly
during an NMR/MRI experiment (see below) require the construction of
an MRI-compatible model reactor. NMR/MRI instruments equipped with
horizontal bore magnets often have wider bores, but cannot accom-
modate long vertical reactors and thus require different reactor designs.
Sensitivity and/or spatial resolution in the detected images decreases
significantly for rf probes with larger volumes, therefore some com-
promise is necessary.

In high resolution NMR of liquids, higher magnetic fields (600–
1000 MHz 1H NMR frequency) provide even higher spectral resolution
and SNR. However, for heterogeneous objects, higher applied magnetic
fields lead to larger local magnetic field gradients within the sample and
may cause various image artifacts and significant loss in SNR. Systems
with low magnetic fields (o200 MHz) can accommodate larger reactors,
but such experiments usually suffer from reduced sensitivity and thus
lower absolute spatial and temporal resolution. Nevertheless, one of the
recent trends in the applications of NMR and MRI in materials science
and chemical engineering is the design and construction of instruments
that use low and ultra-low magnetic fields.9–12 In addition to lowering the
costs, this allows one to remove some of the restrictions associated with
the use of high-field systems, and in particular to take an instrument
out of the rigorously controlled environment of a scientific NMR/MRI
laboratory and bring it to a chemistry lab or even to an industrial site.
Furthermore, some have an open design and thus eliminate the need to
place an object under study inside a restricted space of a probe. The
necessary prerequisite for many such applications is a significant boost
in detection sensitivity of NMR/MRI, which happens to be another hot
topic in modern magnetic resonance. While the utility of low-field MRI is
still to be demonstrated for catalytic applications, an increased SNR is
also very useful for high-field studies, and recent examples of such ap-
plications are discussed below.

In addition to size restrictions, many conventional reactor designs are
not suitable for MRI studies for a number of other reasons. It is therefore
necessary to construct a model reactor compatible with an MRI instru-
ment. For MRI studies of a reactor (e.g., packed catalyst bed) structure,
various transport processes and those catalytic reactions that can be
carried out at ambient temperature and pressure, a piece of glass or
plastic tubing will work as the main construction element of the reactor,
even though plastic materials may contribute to the detected image (e.g.,
1H MRI). However, the most interesting and also challenging appli-
cations require substantially elevated pressures and temperatures within
an operating reactor, especially when dealing with highly exothermic
reactions. This poses certain problems, as the expensive MRI hardware
has to be protected from high temperatures as well as from accidental
damage associated with high pressures inside the vessel residing inside
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the magnet/probe assembly. At the same time the most obvious choice of
construction materials, viz. metals, is generally not an option. Electrically
conducting containers, including non-magnetic metals, cannot be used
for constructing MRI-compatible reactors as they are impermeable to rf
electromagnetic fields that are used in NMR/MRI for signal transmission
and reception. Bulk metallic parts should be avoided also because pulsed
magnetic field gradients used in MRI induce eddy currents in electrically
conducting materials. For studies at ambient pressures or slightly above,
thick-walled temperature-resistant glass or quartz can be used. For in-
stance, in the design reported in ref. 13 exothermic reactions were safely
performed at temperatures around or slightly above 100 1C (catalyst
temperatures up to 250 1C during exothermic hydrogenation reactions)
with the use of an evacuated double-walled glass Dewar. Essentially, the
reactor comprised three concentric glass tubes. The catalyst was placed
inside the inner tube (10 mm i.d.). The annular space between the inner
and the middle tubes was used to heat the catalyst with a stream of air
preheated to 80–100 1C. The entire reactor was inserted into the rf coil/
gradient coils assembly located in the vertical bore of the NMR magnet
(300 MHz, Avance DRX 300 NMR spectrometer, Bruker). The gradient
coils of the instrument can be damaged if heated above 60 1C. To prevent
this, the middle and the outer tube of the reactor and the annular space
between them formed a vacuumed Dewar. Alternatively, an active heat-
ing/cooling with a liquid can be implemented. For instance, a fluorinated
liquid hydrocarbon will allow one to avoid a strong background 1H NMR
signal.14 However, the passive heat protection of the design reported in
ref. 13 avoids heat removal from the reaction zone. The inner tube ac-
commodated the catalyst and also served as a duct for supplying gaseous
reactants, while liquid reactant, if required, was supplied to the catalyst
through an additional capillary. In the experiments performed with a
single catalyst pellet, the latter was suspended on a thermocouple im-
planted into the cylindrical pellet though its side. In the experiments with
a catalyst bed, the latter rested on a stainless steel mesh. Pulsed magnetic
field gradients used in MRI induce eddy currents in electrically con-
ducting materials and can severely distort or even destroy the image.
Therefore, the mesh was located well outside the sensitive region of the rf
probe. The thermocouple was only 0.2 mm in diameter, but nevertheless
it destroyed the signal in its immediate vicinity, and in addition worked
as a pick-up antenna which fed extra noise and interferences from out-
side the magnet directly into the rf coil. The reactor design13 ensured that
the temperature at the outer wall of the reactor never exceeded 50 1C. The
entire reactor was ca. 25 mm in diameter and thus could be inserted in a
25 mm i.d. birdcage rf insert (Bruker), but the probe body had to be re-
designed to have a 25 mm bore through the entire probe. The reactor in
ref. 14 was used at temperatures up to 125 1C and pressures of 10 bar but
under non-reactive conditions. Recently, MRI experiments were reported
that used a reactor capable of withstanding temperatures of ca. 300 1C
and pressures of ca. 30 atm, with the reactor units made of Si3N4.15 This
brings the MRI studies one step closer to practically relevant conditions
of reactor operation.

Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 1–42 | 9

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00001
https://iranchembook.ir/edu


Knowing the internal structure of a reactor (e.g., a packed catalyst bed)
is important as it can have important influence on the heat and mass
transport processes within the operating reactor and the overall reactor
efficiency. MRI can be used to visualize the internal structure of a model
reactor in a non-invasive manner, even for optically opaque materials as
long as they are NMR/MRI-compatible (see above). Structure visualization
of a multi-phase system can be done in several different ways. MRI is best
performed using an NMR signal of a liquid phase. Therefore, the most
straightforward way of visualizing a structure of, e.g., a bed of solid
elements is to completely flood it with a suitable liquid (water, organics)
and acquire an image of the liquid phase.6,14,16–22 The voids of the bed
will thus be visible in the image directly as they will give a strong signal,
whereas solid phase will be imaged indirectly as areas that give no ob-
servable signal (Fig. 2a). For porous solids, the image resolution (tens to
hundreds of microns) is usually much coarser than the sizes of individual
pores. This means that image pixels corresponding to liquid in the inner
regions of porous solids would give a signal with intensity lower than the
bulk liquid because of the porosity value being less than unity, and thus
can be distinguished from both liquid-filled voids (maximum signal in-
tensity) and bulk solid phase (no signal) in beds comprised of porous
particles. In addition, the signal of an intrapore liquid is often add-
itionally reduced because of its reduced nuclear spin relaxation times.
This latter fact can be employed to manipulate image contrast because
relaxation effects are sensitive to the parameters of an imaging pulse
sequence used, providing a researcher with additional means of revealing
the structure of an object (reactor) under study.

Another possibility to image a structure consisting of porous solid
elements and voids is to saturate the porous material with a suitable

Fig. 2 (a) 2D image of a bed of glass beads 2 mm in diameter saturated with a liquid (solid
phase is shown in black, liquid phase in grey). (b) An image detected during the two-phase
gas-liquid flow in the bed (solid phase is shown in black, liquid phase in white, and gas
phase in grey). (c) Radial distributions of porosity for beds of spherical glass beads and
Al2O3 trilobes (diameter 1.3 mm, length 4 mm) extracted from the images of the liquid-
flooded beds. Solid lines show the results of model calculations. Reproduced from ref. 17
with permission of Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.
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liquid. In this case, the liquid-containing phase can be imaged directly
(high signal intensity in an image) while liquid-free voids will appear in
the image as areas void of any signal. As bulk liquid is not present in such
an experiment, the SNR will be lower and acquisition times longer as
compared to the experiment with the liquid-flooded reactor. A variant of
these two strategies is to use a gas instead of a liquid. If the gas used is
not adsorbed in the pores of a solid phase, the image contrast will be
similar to that obtained for a liquid-flooded reactor, but SNR will be
significantly lower because of a much lower spin density of gases com-
pared to liquids. On the other hand, if gas adsorbs strongly in the pores
of a solid phase, the latter may appear in the image as hyperintense areas
as compared to gas-filled voids.

Yet another possibility is to image the solid phase directly. Usually,
imaging of solid materials is much more difficult as compared to liquids
because of very short transverse relaxation times and significant broad-
ening of the signals in NMR spectra of solid materials. Therefore, im-
aging of solids is often performed with the use of specialized MRI
hardware and pulse sequences.4,23–28 However, because line broadening
in solid samples is often inhomogeneous, certain solids can be addressed
using simple imaging strategies such as the spin echo method.29–37 In
particular, the 27Al nucleus can be used for direct imaging of aluminium-
containing materials29–31,33,34,38 such as g-Al2O3, glass, refractory cement/
concrete, etc. Considering that g-Al2O3 is often used as catalyst support,
this provides some interesting possibilities to use 27Al MRI, including the
27Al NMR/MRI thermometry considered in more detail in the corres-
ponding section below. At the same time, direct imaging of solids is
usually time-consuming because of the unfavorably low signal intensity
in most studies.

Once the packed bed structure is imaged, the data can be processed to
extract essential information such as distribution of pore (void) sizes,
connectivity, radial porosity distribution (Fig. 2c), etc.14,17–22 In addition,
the known structure of a packed bed can be used as a direct input in
model calculations of transport and reaction within it.21,22,39 Knowing
the partitioning of the structure into solid phase and interparticle voids
is also essential when studying processes in three-phase systems such as
gas-liquid-solid reactions. In most cases, the gas is not (or cannot be)
observed in the images of a liquid-containing reactor. However, if the
geometry of the void space is already known, then that part of void space
which does not contain liquid (i.e., does not give a strong signal associ-
ated with a liquid) obviously carries the gas phase (Fig. 2b).6,7,14 Some-
times, both the liquid and the gas phases in the bed voids can be
visualized directly, for instance using 1H MRI of a liquid (e.g., water) and
19F MRI of a gas (e.g., SF6).

In certain cases, reactors may have a dynamic ‘structure’. An example is
a bed of solid particles fluidized with a gas flowing through it. At present,
MRI is too slow to map the instantaneous positions of the solid phase in
a fluidized bed of solid particles. At the same time, the technique is
suitable for visualizing the time-averaged structure of a fluidized bed. In
most cases, liquid-containing solid particles (oil-containing seeds,
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porous grains saturated with non-volatile liquids, etc.) are used for this
purpose to get the highest possible NMR signal.40–42 At the same time,
g-Al2O3 powder used as the solid phase can be imaged directly using 27Al
MRI (Fig. 3). Usually, the images show the density of the fluidized phase
averaged over the image acquisition time, with the signal intensity in the
images proportional to the average concentration of the solid phase.
Such images can reveal spatial structure of gas jets and can provide time-
averaged flow velocities. Dynamic events such as bubbling can be ad-
dressed using 1D imaging or fast 2D imaging schemes.40

4 Mass transport in channels, voids, and porous
materials

NMR has a long and successful history of application for the studies of
molecular diffusion of liquids and solutes. Pulsed field gradient (PFG)
NMR experiment is based on the application of a pair of gradient pulses,
which lead to the NMR signal reduction for stochastically moving
molecules.3,5,43 Analysis of the results of such an experiment can yield
effective (but possibly time scale dependent) diffusivity value or even the
complete diffusion tensor. PFG NMR is extensively used to study
diffusion in various systems including porous solid materials of rele-
vance to catalytsis.42–53 Such studies are often performed without the
imaging capabilities (i.e., without spatial resolution).

Fig. 3 27Al MR images of a fluidized bed of alumina powder in a vertical cylinder. Air is
supplied through the orifices at the bottom (one orifice got plugged). One vertical (left)
and three horizontal 2D slices (right) of the full 3D data set are shown. Lighter shades
correspond to higher signal intensities, i.e., to higher time-averaged concentrations of the
solid phase.
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Mass transport involving liquids, and to a lesser extent – gases and
granular solids, can be also addressed with MRI using two general ap-
proaches.43,54 The first approach is based on creating an initial gradient
of a tracer substance and then using MRI to repeatedly map the evolution
of tracer concentration in space and time. If a tracer gives a detectable
NMR signal which changes as the local tracer concentration is changed,
it can be imaged directly. For instance, transport of fluids in porous
materials during drying and sorption processes is sometimes used as a
model of transport in porous media and can be studied by detecting the
images of the fluid in the porous space of a sample and analyzing their
changes in time.54 Certain tracers that do not give an observable signal
can provide negative contrast, for instance when diffusion of a deuterated
liquid into a sample saturated with its protonated analog is monitored
using 1H MRI (H2O/D2O exchange). Transport of some NMR-silent tracers
can nevertheless produce observable changes in the images as well. For
instance, paramagnetic ions reduce nuclear spin relaxation times of a
solvent, and thus their transport can be tracked by detecting the relax-
ation-weighted images of the solvent. Clearly, the mass transport dis-
tances addressed by all such experiments cannot be smaller than the
spatial resolution of the detected images.

There is an entirely different possibility provided by NMR/MRI which
can be used to study transport even in the absence of any tracer gradi-
ents. Furthermore, it essentially does not require an introduction of any
tracers in a system under study. It is based on tracking the displacement
of molecules of the fluid phase which is already present in the object
under study, i.e., uses nuclear spins of the fluid molecules as ‘tracers’ and
manipulates those spins to detect fluid transport. Depending on the
character of transport, the length scale and the information required, the
MRI toolkit provides several different instruments to address the prob-
lem. The spatial tagging method essentially draws ‘‘tags’’ on the image of
a sample under study, and after a certain delay visualizes their trans-
formation caused by fluid transport.7,43,55–57 The tags are non-invasive;
they are produced by manipulating nuclear spin magnetization of the
fluid molecules and appear as contrast stripes in the images. The mol-
ecules carry this altered magnetization as they are transported by the
fluid flow, making the original tags to transform accordingly. The
method is usually applicable to transport in relatively large channels. The
time-of-flight is another method43,55,57 based on disturbance of the NMR
signal in a particular region of the sample by the rf pulses, but involves
observation of subsequent changes in the signal intensities of the pixels
of an MR image caused by the displacements of the perturbed and un-
perturbed spins in the sample, providing qualitative or semi-quantitative
information on transport.

Quantification of velocities and mapping the velocity fields of flowing
fluids are often carried out using the phase method.3,7,43,55–59 The cor-
responding pulse sequence is designed to make the phase of the acquired
signal proportional to the fluid flow velocity. As the phase of an NMR
signal depends on many things, usually two measurements are required
to extract the contribution to the signal phase caused by flow.
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Measurements with and without flow can be used if the latter can be
stopped; alternatively, measurements with and without flow-encoding
magnetic field gradients can be implemented. Once the phase change
associated with flow is extracted, it can be used to quantify flow velocity.
Strictly speaking, the method measures the displacement of fluid during
the time interval between two gradient pulses. Therefore, if velocity is not
constant in time, the obtained effective velocity will depend on the time
interval of the measurement. In addition, if different regions of the fluid
travel at different velocities, a single value of effective velocity will be
measured that in general does not correspond to the true average vel-
ocity. When the phase method is combined with MRI, it will yield the
spatial velocity map showing effective velocities for each image pixel
(voxel). The technique is applicable to the studies of flow in macroscopic
channels and in some porous materials such as packed beds if the spatial
resolution is sufficient to clearly resolve the transport channels. If the
characteristic pore sizes are much smaller than the spatial resolution
achieved, only effective velocities for a large number of pores covered by
image pixel (voxel) can be evaluated. Transport of liquids and gases can
be addressed, with gases showing lower SNR because of a much lower
density. At the same time, the successful attempts to perform gas flow
imaging show that large diffusive displacements of molecules do not
prevent one from addressing convective displacements with MRI. This is
because chaotic fluid displacements lead to signal attenuation but do not
affect its phase. Therefore, even in the presence of relatively large dif-
fusive displacements, smaller convective displacements can be evaluated
from the signal phase if SNR is sufficient. Signal reduction caused by
chaotic motion also makes unsteady, transient and turbulent flows much
more difficult to address. Nevertheless, implementation of faster and
more robust pulse sequences makes it possible to successfully address
turbulent and unsteady flows. Velocities from a few mm/s up to B10 m/s
can be addressed using phase method.

In certain cases, the information on the distribution of flow velocities
or diffusive or dispersive displacements in a sample (a histogram of
velocities or displacements) may be more relevant than the spatial as-
signment of average transport velocities (flow velocity map). The tool for
this is based on the measurement of the average propagator of motion,
P(R,D), which gives the relative quantity of the fluid that traveled over
distance R in time D.3,7,43,55,58,59 The displacements R are along the
direction of the applied gradients, and D is the separation of the gradient
pair, so both the direction and the time scale can be varied, if necessary.
The propagator P(R,D) reflects all displacements of the fluid independent
of their nature. If diffusive displacements dominate and are isotropic,
P(R,D) will have a Gaussian shape, will be centered at R = 0 and will get
broader for larger time scales (larger D). If convection dominates, P(R,D)
will be shifted away from the origin and will reflect distribution of flow
velocities and flow dispersion effects in the direction of the applied
gradient. Many such studies of diffusion, flow, filtration and other
transport processes are performed without spatial resolution, i.e., for the
entire sample or some part of it. The corresponding experiments are
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often considered as imaging in the space of molecular displacements
(‘q-space imaging’) in contrast to the conventional MRI performed in the
space of position coordinates (‘k-space imaging’). Furthermore, meas-
urements of the average propagator may be combined with an MRI ex-
periment. This will provide spatially localized distributions of
displacements for each pixel (voxel) of the image; however, such experi-
ment will be significantly more time-consuming. There are more so-
phisticated tools in the MRI toolkit; they allow one to measure
acceleration rather than velocity, to correlate diffusive or convective
displacements at two different time instants, etc.58,60–65 All these meth-
ods, however, usually require a prolonged signal accumulation and may
still suffer from low SNR and low spatial resolution.

Applications of MRI to transport studies in model reactors and other
geometries were extensively reviewed in the literature.7,42,43,56,66–68 In
particular, distribution of liquid phase in a packed bed during gas-liquid
two-phase flow in the absence of any reaction was mapped at ambient
conditions7,42,43,56 or at elevated temperatures and pressures (see Fig.
2b).14,17 Through the detection of liquid phase distribution it was dem-
onstrated that local liquid pulsing events can promote transition from
trickle to pulsing flow regime.7,42 Detection of the images of the liquid
phase was also used to address bubble-train and film flow in the chan-
nels of ceramic monoliths.7,69 Phase method was applied to obtain
velocity maps for single-phase flow of liquids or gases in packed
beds,7,18–20,70–72 porous ceramic materials,73 monoliths,70,74–77 model
string-type reactor (Fig. 4a),78 diesel particulate filters.79,80 In addition,
for the two-phase gas-liquid flow in a packed bed of glass beads, the
velocity maps of both the gas and the liquid phase in the bed were ac-
quired42,67,81 (Fig. 4b). The flow imaging times amounted to tens of
minutes for both liquid (water, 1H MRI,) and gas (SF6, 19F MRI), and the

Fig. 4 (a) A 2D image (left half) and water flow velocity map (right half) of a model string-
type reactor comprising a bundle of non-porous plastic rods 1 mm in diameter packed in a
cylinder. The solid phase is shown in white. The flow map is a contour map showing
isolines of the axial flow velocity; it is reflected horizontally so that both parts of the figure
correspond to the same half of the reactor cross-section. (b) Flow velocity maps of gas
(SF6; red/yellow) and liquid (water; blue/green) flowing down co-currently in a packed bed
of 5 mm glass beads. Color is available in the electronic version of this figure. Fig. 4 (b) is
reproduced from ref. 81 with permission of Elsevier BV.
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in-plane spatial resolution in water images/maps (177 mm) was signifi-
cantly better than for the gas phase (708 mm). The average propagator
method was applied to obtain the distribution of velocities in numerous
studies of flow and dispersion of liquids in porous media, including
packed beds,58,60,70–73,77,82–87 and was also extended to flow and filtration
of gases in various geometries60,68,70,74–76,88–90 and gravity-driven trans-
port of fine alumina powder through a packed bed of alumina beads.60,91

One of the recent trends is an attempt to significantly reduce flow
imaging times in order to approach snapshot MRI velocimetry of un-
steady-state processes. Comparison of the performance of different im-
aging sequences in this context is summarized in ref. 67. In single-phase
flow, significant interest focuses on unsteady-state flows and the transi-
tion to turbulence. For instance, sequences based on echo-planar
imaging (EPI) method were used to address turbulent flow and laminar-
turbulent flow transition for single-phase liquid flow in a pipe,67,92 with
the maps of all three velocity components detected in 60 ms.67 The fastest
approach appears to be the one based on spiral imaging method which
uses data sampling along a spiral trajectory in the k-space. In particular,
spiral imaging was used to address pipe flow at Re = 4500, providing 91
images acquired per second with an in-plane spatial resolution of
625 mm�625 mm.93 Spiral flow imaging was also demonstrated for gas-
liquid bubbly flow, and in particular to monitor a single rising bubble
and to measure the vertical velocity component of the liquid around it.67

Further reduction in flow imaging time was achieved based on the
implementation of compressed sensing schemes which allow one to
strongly undersample the signal in the k-space without the penalty of a
significantly compromised data quality.94 Sampling of only 33% of the
number of data points in k-space provided flow maps for SF6 in a bed of
spheres of essentially the same quality and at the same spatial resolution
as compared to the acquisition of the conventionally acquired full set of
k-space data points.67 This approach was used to acquire velocity maps in
3 ms and monitor dynamic transport events at the rate of 188 velocity
maps per second for flow mapping of a single bubble rising in a liquid to
study its wobbling motion and observe vortex shedding in its wake.

Many other transport processes relevant to chemical engineering and
catalysis have been addressed. In particular, MRI was successfully used to
monitor the process of preparation of supported catalysts by impreg-
nation from solution of an active component precursor. The properties of
the final catalyst, including the macroscopic distribution of an active
component within the support pellet, depend critically on the mass
transport processes in the course of impregnation, which in turn depend
on numerous factors such as solution composition, impregnation con-
ditions, interaction of solutes with each other and with the support
surface, etc. In this context, direct imaging of the transport is possible for
only a limited number of chemicals that give a strong NMR signal. For
instance, 31P MRI was used to visualize the transport of HxPO4

(3�x)� into
a g-Al2O3 pellet after it was immersed in an aqueous solution of
H3PO4.16,37,95–98 Transport of HxPO4

(3�x)� into the pellet was shown to be
slow even under conditions of a fast capillary imbibition of water into the
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dry pellet. The images detected during impregnation were also compared
with the 31P images detected after terminating the impregnation at
various stages and drying the pellet,36,95 showing that the distributions of
phosphate in the liquid phase during impregnation and of the adsorbed
phosphate were quite similar. The same direct approach was used to
study the transport of 13C-labeled citric acid in an alumina pellet at dif-
ferent solution pH values using 13C NMR signal detection.99 Another il-
lustrative example is the direct detection of the 195Pt NMR signal to image
the impregnation of a g-Al2O3 pellet with an aqueous solution of H2PtCl6,
albeit the concentration had to be high to ensure acceptable SNR.95

Another demonstrated approach is indirect in the sense that the dis-
tribution of a certain chemical is mapped by detecting the NMR signal of
the intrapore liquid. Nuclear spin relaxation times of the latter can
change significantly in the presence of certain molecular species either
dissolved in the liquid filling the pores or adsorbed or precipitated on the
pore walls. In such cases, the relaxation-weighted image of the solvent
(e.g., 1H MRI) in the pores of the support will reflect local concentrations
of a solute or adsorbate. This approach is advantageous since high
concentration of the solvent often gives the highest SNR. In particular,
many supported catalysts are prepared using solutions containing com-
plexes of paramagnetic metal ions such as Co2þ, Ni2þ, Cu2þ or Fe3þ

which significantly reduce nuclear spin relaxation times of liquids.
Transport of Co2þ aqua complexes ([Co(H2O)6]2þ) during the incipient
wetness impregnation of individual cylindrical g-Al2O3 pellets was ad-
dressed with this approach.16,37,98,100 Repeated detection of relaxation-
weighted 2D images of water in the pellet during the impregnation
process visualized the transport of [Co(H2O)6]2þ. Using an independent
calibration experiment, the images were then converted into quantitative
maps of Co2þ concentration in the pellet at different stages of impreg-
nation. Such experiments performed under various conditions (solution
pH, various concentrations of additives, etc.) revealed differences in the
spatial distribution of Co2þ (egg-yolk, egg-white, egg-shell or uniform) in
the support.101 Similar studies were performed to visualize the transport
and quantify distribution of Ni2þ 102 and Cu2þ 99 complexes in g-Al2O3

pellets upon their impregnation with aqueous solution of corresponding
salts. Redistribution of an active component during the drying stage can
be also addressed. In this case, after removing water from the pellets they
were saturated with cyclohexane99,103 which is not expected to alter the
distribution achieved in the drying stage but which gives suitable NMR
signal sensitive to the presence of paramagnetic species on the pore walls
of the support.

Furthermore, it was also established that some diamagnetic solutes
and/or adsorbates can change the relaxation times of liquids in the pores
of a support as well (Fig. 5).104 This fact was used to study the dynamics of
PtCl6

2� transport in a support pellet immersed in an aqueous solution of
H2PtCl6 and oxalic acid, with the 1H NMR signal of water used to detect
the image. Similar studies were performed with PdCl4

2� in alumina
pellets, and also to study the distribution of Pt and Pd in honeycomb
monoliths.105 Similarly, differences in the relaxation times of n-heptane
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in Pd/Al2O3 and Al2O3 particles were used to distinguish the catalyst and
support particles in a bed comprising their random mixture.106 The re-
laxation contrast approach was also used to study transport of Mo7O24

6�

ions in g-Al2O3 pellet during its impregnation with an aqueous solution
of (NH4)6Mo7O24

37,98,99 and to map the distribution of Mo after pellet
drying.

An approach similar to the one described above can be used to study
distribution of carbonaceous deposits in a catalyst upon its deactivation,
since formation of weakly paramagnetic deposits in a porous catalyst
reduces relaxation times of the intrapore fluids and blocks pore space
which leads to a reduced NMR signal intensity. These facts were used to
visualize macroscopic distribution of coke in cylindrical alumina pellets
after their 50–100% deactivation in ethanol dehydration to ethylene by
saturating the pellets with water before imaging.107 Similar studies were
performed with HY zeolite pellets partially coked in n-heptane cracking,
with 2,3-dimethylpentane used as a probe molecule for MRI.108,109 In all
these studies, distribution of coke in the catalyst pellets was found to be
non-uniform. Direct imaging of coke using its 1H NMR signal was also
successfully demonstrated in the study that addressed HZSM-5 catalyst
pellets prepared with binder and coked in methanol-to-gasoline con-
version to 20.5 wt% coke content.110 Such study requires the application
of specialized MRI techniques because the detected signals have very
short T2 times. In the same study, an alternative indirect approach was
demonstrated based on significant differences in the T1 times of propane
in the coked and uncoked catalyst. Images of coke distribution were also
obtained for naphtha reforming catalyst (Pt-Re/Al2O3) and alumina pel-
lets using T1 maps of adsorbed n-heptane.111 The experiments revealed
the presence and non-uniform removal of residual coke after the catalyst
regeneration at different temperatures.

Fig. 5 Alumina pellets with an egg-shell (a–c) and egg-white (d–f) distribution of PtCl6
2-.

Digital camera images (a,d) were obtained after the pellets were cut and treated with a
SnCl2 solution; darker shades correspond to higher Pt contents. Proton spin density (b,e)
and T1 (c,f) maps of cyclohexane were constructed from the MR images obtained after dry
pellets were saturated with cyclohexane; darker shades in (c,f) correspond to longer
cyclohexane T1 times.
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5 Operando studies of model reactors

5.1 Distribution and transport of liquids and gases
As discussed in the preceding section, mass transport processes in model
reactors are often studied under non-reactive conditions, for instance
with the use of plastic or glass beads instead of the actual catalytic solids,
and with water/air supplied instead of the actual reactants. While this
approach may be useful to address some general features of mass
transport processes in model packed beds, the observed picture may be
very different under reactive conditions. In particular, in trickle bed re-
actors the distribution of the liquid phase in the void space and in the
pores of catalyst particles may change drastically once, e.g., an exo-
thermic reaction is turned on. This happens because in an operating
reactor the mass and heat transport processes may be essentially coupled
to each other and to the catalytic conversion, exhibiting highly non-linear
behavior even under steady-state conditions, and in addition may lead to
complex dynamic behavior of an operating reactor. Therefore, it is not
surprising that currently there is a significant interest in the development
and application of various spectroscopic and imaging techniques for the
in situ and operando studies of operating catalytic reactors.112–115

The dramatic difference between the distribution of a liquid phase in a
fixed catalyst bed with a cocurrent gas-liquid flow under reactive and
non-reactive conditions was demonstrated by MRI using heterogeneous
catalytic hydrogenation of 1-octene as a model process (Fig. 6).116 The
reaction could be turned off by switching from H2 to N2 in the gas feed
while keeping the flow of liquid 1-octene unchanged. The 2D images of
the liquid phase distribution were detected and processed to yield the 2D
maps of the spatial distribution of the external and internal liquid
holdups for various regimes of the reactor operation. The results revealed
that under reactive conditions the distribution of the liquid phase in the
catalyst bed was highly non-uniform. In contrast, in the absence of re-
action, the bed was largely filled with the liquid phase. Even though the
reaction conditions were far from those used in practice, the difference in
behavior with a non-reacting system was quite dramatic.

One of the interesting and useful models of an operating system is a
single-catalyst-pellet reactor. While it may not exhibit the behavioral
complexity of an operating packed bed, it is still a viable model for many
dynamic processes that may take place on the length scale of a single
catalyst pellet and thus may provide an insight into the appearance of
critical phenomena and their expansion to a larger scale. In the very first
MRI studies of gas-liquid-solid catalytic processes,16,28,32,60,70,98,117–120

heterogeneous catalytic hydrogenation of a-methylstyrene (AMS) was
chosen as a suitable model process. The experiments imaged the spatial
distribution of liquid phase in the catalyst pellet during the reaction,
without discriminating the contributions of AMS and the hydrogenation
product cumene. To mimic various experimental conditions, AMS was
supplied to a cylindrical Pt/g-Al2O3 pellet either as a liquid (through a
capillary to the top surface of the pellet), or as a vapor (by bubbling the
supplied H2 through liquid AMS), or both. The results clearly
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demonstrated that even if AMS was supplied only as a vapor, some
amount of liquid could be seen in the pores of the catalyst owing to AMS
and/or cumene vapor adsorption or condensation. When liquid AMS
supply to the top edge of the pellet via a capillary was turned on, the
upper part of the pellet was observed to contain substantially more liquid
than its lower part. Essentially, the upper part provides a substantial
reservoir of the liquid reactant available for evaporation, while the lower
dry part is able to efficiently perform gas-phase hydrogenation of AMS
vapor, with short distances between the evaporation and reaction zones
that AMS vapor has to travel to enter the active zone. The catalyst pellet
temperature increased significantly once the liquid AMS supply was
turned on, confirming the efficient progress of the reaction. At higher
flow rates of liquid AMS, the pellet was filled with the liquid phase pro-
gressively until it was completely flooded, which leads to a significant
reduction of the reaction rate as it becomes limited by the diffusion of H2

through the liquid phase to the active catalytic centers. These results
confirmed the existence of the high- and low-temperature steady states
for the operating catalyst. In the experiments performed without AMS

Fig. 6 1H MR images showing the distribution of the liquid phase in the catalyst bed under
reactive conditions (a) and without reaction (b). Liquid 1-octene was supplied at different
flow rates along with H2 (a) or N2 (b) to the bed of 1% Pd/g-Al2O3 catalyst beads 3.2 mm in
diameter.
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vapor supply,60,70,117,118,120 different initial pellet conditions and vari-
ation of the liquid AMS flow rate were used to monitor the distribution of
the liquid phase in the pellet on the upper and lower branches of the
temperature hysteresis curve as well as during the transition periods.

The 2D images in the early studies discussed above were acquired in
ca. 260 s using the conventional spin echo pulse sequence. Subsequent
experiments were carried out with grains of the 1 mass% Pd/g-Al2O3

catalyst containing 0.1 mass% Mn13,32,35,120–122 since paramagnetic ions
reduce the T1 time of the pore liquid and proportionally reduce the image
acquisition time. This made it possible to acquire two-dimensional
images in 34 s and thus to visualize a number of interesting dynamic
processes in the operating single-pellet reactor, including the dynamics
of liquid phase redistribution within the pellet during single and mul-
tiple catalyst ignition events, oscillations of the liquid content and a re-
ciprocating motion of the liquid front in the catalyst pellet (Fig. 7).13,32,121

The results obtained demonstrate the ability of MRI to visualize complex
dynamic behavior of an operating single-pellet catalytic reactor resulting
from a non-linear coupling of the transport processes involved with the
exothermic hydrogenation of an unsaturated compound. Mathematical
modeling of the experimental results123 allowed the authors to confirm
that the oscillations in temperature and liquid content distribution

Fig. 7 1H MRI of an operating single-pellet catalytic reactor during a-methylstyrene
hydrogenation. (a) Distribution of the liquid phase within the imaged axial slice of the 1%
Pd/g-Al2O3 pellet 4.5 mm in diameter and 12 mm long. (b) One of the images shown
together with the signal intensity scale. The intersections of the set of equidistant hori-
zontal lines with the vertical axial line define the spatial locations for the data shown in (c).
The bottom horizontal line indicates the level at which the thermocouple is implanted into
the pellet. (c) Signal intensity (liquid content) vs. time for the spatial locations shown in (b).
Vertical lines indicate when the specific images shown in (a) were detected. (d) Temporal
behavior of the pellet temperature measured at the location indicated with the bottom
horizontal line in (b). Color is available in the electronic version of this figure. Reproduced
from ref. 121 with permission of Elsevier BV.
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observed experimentally were caused by the differences in the rates of
heat and mass transfer and phase transitions. In particular, the calcu-
lated temperature variations and their period were in agreement with
those observed experimentally, including the phase shift between the
oscillations of temperature and liquid content.

MRI was also applied successfully to study mass transport processes in
operating packed bed reactors. Such studies can address processes that
require a cooperative action of a group of pellets not possible in a single
catalyst pellet and thus take place on larger length scales. The advantage
of MRI is that studies on these larger length scales can provide the
spatially resolved information about liquid distribution in the reactor
while still providing access to the distributions within each individual
catalyst particle. The first studies addressed hydrogenation of olefins in a
relatively regular bed of 1% Pd/g-Al2O3 catalyst beads ca. 4 mm in
diameter.13,32,35,120 Liquid distribution was thus visualized both within
the entire bed and in each individual bead, revealing a number of dy-
namic phenomena. On the length scale of the bed, distribution of the
liquid phase was much less uniform under reactive conditions than in
the absence of the reaction, and in addition was altered by interrupting
and then restarting the flow of liquid reactant. On the length scale of
individual catalyst pellets, the possibility of an ignition of an individual
catalyst pellet was observed, which could remain essentially dry for
prolonged periods of time even if surrounded by liquid-filled neighbors.
In partially dry catalyst beads, a sharp liquid front and its oscillating
motion were reminiscent of the behavior observed in the MRI studies on
individual catalyst pellets. The redistribution of the liquid phase into the
partially dry catalyst beads from the liquid-containing neighbors was
visualized. This potentially makes such local structures very efficient in
the hydrogenation reaction, as a substantial area of dry catalyst coexists
with significant nearby pools of the liquid reactant.

Beds of smaller catalyst beads were used in the hydrogenation of
various substrates (AMS, 1-octene, 1-heptene).13,32,35,120 The distribution
of the liquid phase in the individual catalyst beads was still available for
the 2–3 mm beads, but not for the 1 mm ones. In the latter case, the
steady-state distributions of the liquid phase on the length scale of the
bed were not changing in time and revealed the presence of dry areas
which were larger for lower liquid flow rates. These distributions de-
pended on whether the catalyst bed was dry or prewetted at the time
when the liquid supply was turned on. Under certain conditions, rapid
drying indicative of the runaway of the trickle bed was observed.

Another approach for significantly reducing imaging times often used
in medical MRI is the implementation of rapid imaging techniques that
are able to detect a large number of data points in the k-space after each
application of the pulse sequence. Unfortunately, most of the rapid pulse
sequences developed for medical MRI are not applicable to the studies of
liquids in porous materials due to the very different relaxation properties
of such liquids compared to soft tissues of an organism. Very short T2*
times of the liquid phase in porous solids often require the use of
spin-echo – based sequences. Therefore, more recent studies16,36,37,97,98,124
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introduced a fast multiecho imaging sequence that could be used to
detect 3D images of the bed in 20–30 s or 2D images of one or several
slices of the bed in 2–3 s. This approach was used to study in detail the
dynamics of the liquid phase redistribution in regular layers of spherical
catalyst grains. The results confirmed the existence of partially wet
catalyst grains over long periods of time, replenishment of dry or partially
wet grains with a liquid from adjacent grains, and the fluctuating liquid
front propagation in partially wet grains. Evidently, the observation of
such effects is impossible in a model system without an actual reaction.

Periodic modulation of the liquid reactants feed can lead to increased
reactor productivity,125 and MRI can be used to reveal the processes
which lead to higher conversions.124,126 In particular, hydrogenation of
1-octene was used to demonstrate the applicability of MRI in such
studies.124 The distribution of the liquid phase within the catalyst bed
during the periodic feed of 1-octene and a continuous feed of H2 was
visualized in the bed comprised of 1% Pd/g-Al2O3 catalyst beads with
diameters 1 mm, 2–3 mm, or 4.2 mm. The effects of the liquid flow rate
and the period of the on-off cycle of liquid 1-octene supply were studied,
and the significant influence of reactant feed modulation on the liquid
holdup and catalyst wetting efficiency were visualized directly for the first
time through detection of 2D MR images. For continuous supply of
1-octene, the liquid phase distribution was relatively uniform and sta-
tionary. In contrast, the bed was largely dry, the distribution of the liquid
phase was changing in time and the amount of liquid in the bed was
oscillating when 1-octene supply was periodically modulated. Longer
periods of liquid feed modulation led to larger liquid contents in the bed
during the liquid pulse but also to a substantial or even complete drying
of the bed between the pulses. The internal wetting efficiency of the
catalyst was found to be lower for the periodic modulation of 1-octene
feed as compared to the continuous one. Independent measurements of
catalyst temperature and 1-octene conversion demonstrated significant
intensification of the hydrogenation process in the periodic regime as
compared to the continuous supply of 1-octene. Based on the MRI re-
sults, the intensification of the reaction for the periodic feed regime was
explained by the reduction of the transport resistance for the H2 gas and
faster hydrogenation of 1-octene in the gas phase as compared to liquid
phase hydrogenation.

Another example of an MRI study of an exothermic heterogeneous
catalytic reaction is the decomposition of hydrogen peroxide (H2O2). MRI
studies using a single Fe/Al2O3 catalyst pellet127 revealed chaotic motion
of the intrapellet liquid caused by gas and heat evolution during the
reaction. Only relatively slow changes in the liquid phase distribution
could be monitored as image acquisition time was ca. 4 min. In another
study,28,119 a composite pellet consisted of two parts, with one part rep-
resenting the Ag/g-Al2O3 catalyst with a moderate activity in the reaction
while the other one made of g-Al2O3 didn’t contain any silver. The pellet
was initially filled with water and then placed in the solution of H2O2

(0.03–3 M). The NMR signals were detected separately for the two parts of
the pellet using spatially selective excitation. It was established that
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under the experimental conditions, hydrogen peroxide did not diffuse
into the catalytically active part of the pellet and the decomposition of
H2O2 occurred only in a thin surface layer of the pellet. Velocities of
convective transport of the liquid phase around the catalyst pellet in-
duced by gas evolution during the reaction were mapped as well.119 A
more recent study addressed reaction-induced transport of the liquid
phase around the catalyst pellet during decomposition of H2O2 over a Cu-
or Pt-doped Al2O3 pellet.128 The temporal evolution of effective diffusion
(dispersion) coefficients in the vertical and horizontal directions was
addressed using pulsed-gradient stimulated echo (PGSTE) and double-
PGSTE experiments. Comparing the results obtained with two techni-
ques, the authors concluded that on the time scale of 10–90 ms stochastic
transport played a minor role as compared to random stationary flow.
The Pt-based catalyst exhibited a more efficient liquid transport and a
shorter time to reaction completion. The T2 time of the detected 1H NMR
signal was shown to change as the reaction proceeded and thus could be
also used to qualitatively monitor its progress.129

In the context of wastewater bioremediation research, reduction of
Cr(VI) was studied in a MRI-compatible reactor.130 Matrix-immobilized
biofilm produced by Serratia sp. bacteria was first used to reduce Pd(II) to
produce biofilm-immobilized Pd nanoparticles and then used for re-
duction of Cr(VI) with formate as the electron donor. The fact that Cr(III)
is paramagnetic was employed to monitor the reduction of Cr(VI) to
Cr(III) with MRI and to evaluate local concentrations of Cr(III)(aq) in the
reactor.

MRI is also increasingly used to study formation, spatial distribution
and removal of water in model PEM (proton exchange, or polymer elec-
trolyte, membrane) fuel cells under operating conditions.131–133

5.2 Spatially resolved NMR spectroscopy
An important advantage of magnetic resonance is the fact that in essence
it is a spectroscopic technique. In the experiments performed using the
imaging modality, the spectroscopic information is usually ignored and/
or unavailable, i.e., an image often reflects the distribution of the liquid
phase irrespective of its composition. Nevertheless, it is possible to re-
cover spectroscopic information from a properly designed spatially re-
solved MR experiment. This allows one, at least in principle, to obtain
spatially resolved quantitative information on conversion and selectivity
during catalytic processes. Several general approaches are available for
such studies. In chemical shift selective imaging (CSSI), an image is
constructed using one particular NMR signal in an NMR spectrum. This
approach may be relatively fast, but it loses the rest of the spatial and
spectroscopic information. In addition, it is not always possible to se-
lectively excite and/or detect a single NMR line if it overlaps with other
spectral components. Another approach, termed chemical shift imaging
(CSI), retains all the spectroscopic information and yields a separate
NMR spectrum for each pixel (voxel) of an image. Since the spectroscopic
information is acquired by detecting a free induction decay (FID) or an
echo signal in the absence of any applied gradients, spatial information
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has to be addressed using phase encoding of the signal, which can make
the experiment quite lengthy. If spectroscopic information is desired only
for a small number of selected volume elements, volume-selective NMR
spectroscopy (VOSY) is a better choice because it reduces the acquisition
time as compared to the CSI approach.

The CSI method was applied to study the gas-liquid-solid hydrogen-
ation of AMS to cumene in an operating trickle bed reactor packed with
1% Pd/g-Al2O3 catalyst beads 1 mm in diameter.13,16,32,98,121 While in
modern liquid state high-resolution NMR the signals can have line
widths below 1 Hz, they are often much broader for liquids in porous
materials. This is caused by the large inhomogeneity of the local mag-
netic fields induced by the magnetic susceptibility differences between
different phases (solid, liquid, and gas), and also by the reduced nuclear
spin relaxation times of intrapore liquid. For AMS in the catalyst bed,
the 1H NMR spectra detected at 300 MHz exhibited resonances ca. 300 Hz
wide at 130 1C. Nevertheless, the chemical shift differences between the
peaks of AMS and cumene are large enough for the corresponding signals
of the two compounds in the pores of alumina to be distinguished. CSI
was used to obtain spectroscopic information for each pixel of a 2D
image of a 2 mm thick axial slice within the catalyst bed. Essentially, a 1H
NMR spectrum was made available for each image pixel. The expected
increase in conversion of AMS to cumene down the catalyst bed was
observed, and in addition the AMS/cumene ratio was observed to vary in
the radial direction (Fig. 8).

Fig. 8 1H NMR spectra detected with spatial resolution during AMS hydrogenation
in a bed of 1 mm Pt/g-Al2O3 catalyst beads. Each spectrum corresponds to a
170�330�2000mm3 voxel. Spectra 1,3,5 correspond to the same radial position within the
operating reactor and are detected in its top, middle and bottom parts, respectively, while
spectra 2-4 correspond to voxels at the same vertical position in the operating reactor but
shifted horizontally by 1.3 mm relative to each other. In the spectra 6 and 7, the traces with
narrow lines were detected for liquid AMS (6) and cumene (7), while the traces with broad
lines were obtained by mathematically broadening the experimentally observed lines to
300 Hz.
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One possibility to overcome the problem associated with severe line
broadening is to perform an MR experiment using nuclei other than 1H.
In particular, the chemical shift range for 13C NMR is at least an order of
magnitude larger than that for 1H NMR. Unfortunately, the price to pay
when switching from 1H signal detection to other nuclei is an inevitable
loss in SNR. This is particularly true for 13C, in part due to a four-fold
lower magnetogyric ratio, but mostly because the natural abundance of
the 13C isotope is only ca. 1.1 %, while the main isotope of carbon (12C) is
NMR-silent. As a result, the sensitivity of 13C NMR at natural abundance
of the 13C isotope is lower by a factor of B5870 as compared to 1H NMR.
Such dramatic loss in sensitivity can be avoided by using 13C-enriched
compounds in the experiments. However, the amounts that one would
need to feed a trickle bed reactor for a reasonable period of time would be
unacceptably expensive.

In many NMR experiments, polarization is transferred between cou-
pled nuclear spins by means of appropriate NMR pulse sequences. Po-
larization of spins in a magnetic field is proportional to the magnetogyric
ratio of a nucleus, and is therefore ca. 4 times larger for 1H as compared
to 13C spins. This can be used for a matching enhancement of 13C NMR
by transferring polarization from 1H to 13C nuclei. Combination of a 1D
MRI experiment and the 13C DEPT (distortionless enhancement by po-
larization transfer) spectroscopy pulse sequence was used in the studies
of 1-octene transformations in the presence of H2 in a gas-liquid fixed
bed model reactor operated under conditions of co-current gas-liquid
downflow.7,81,134 The catalyst bed comprised 1 wt% Pd/Al2O3 catalyst
trilobes. In this 2D spatial-spectral experiment, 13C NMR spectra were
obtained at each axial position along the reactor with a spatial resolution
of 3 mm, with the NMR signal intensities integrated in the radial dir-
ection. The data acquisition time was ca. 17 min. From the analysis of the
spatially resolved spectra it could be established that 1-octene readily
isomerized into 2-octene, and n-octane was formed upon double bond
hydrogenation. At higher flow rates of H2, 3- and 4-octenes were pro-
duced in significant quantities. The concentrations of 1-octene, 2-octene
and octane were shown to reach their steady-state values at different axial
positions after reactor start-up using the same experimental approach. In
a recent study, the novel reactor design mentioned earlier15 was used to
study oligomerization of ethylene at 100–200 1C.

MRI was also employed to study liquid-solid heterogeneous catalytic
reactions. One of the early examples is the liquid-phase esterification of
methanol and acetic acid into methyl acetate and water performed at
room temperature in a packed bed reactor containing small beads of an
acidic ion exchange resin.7,135 To obtain spatially resolved information
on chemical conversion, either CSI with one spatial coordinate along the
bed axis or VOSY with 30 selected volume elements were applied. Only
the NMR signal of the interparticle liquid phase contributed to the ac-
quired data. The conversion of reactants to products was observed to
increase along the bed and to decrease with increasing liquid flow rate. In
the transverse direction, variations of conversion as large as B20% could
be observed. In the later studies, liquid flow velocities in the bed were
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both measured under non-reactive conditions using MRI and calculated
using the lattice-Boltzmann approach, and then the transport data
were correlated with the data on conversion provided by the MRI
experiments.21

The spectroscopic approach used in the studies of esterification re-
action7,21,135 was based on the detection of the 1H NMR signals of the OH
groups of water, acetic acid and methanol which give a single exchange-
broadened and shifted NMR line due to the fast proton exchange. In a
later study, an approach based on the spectroscopically resolved CSI was
demonstrated for an enzymatically catalyzed esterification of propionic
acid and 1-butanol into butyl propionate and water carried out on an
individual calcium alginate bead containing an immobilized enzyme.136

The reaction within the alginate bead was monitored by detecting the
spectra spatially resolved along one spatial coordinate. The increase in
the signals of water and butyl propionate and decrease in the intensity of
the butanol signal with time were clearly observed.

The competitive liquid phase etherification of 2-methyl-2-butene (MB)
into tert-amyl methyl ether (TAME) and its hydration to tert-amyl alcohol
(TAOH) in a fixed bed of Hþ ion-exchange resin beads was addressed in
ref. 7. The 3D experiments performed had two spatial and one spectral
coordinates, so that even with the use of the 13C DEPT signal enhance-
ment and a moderate spatial resolution (2.5 mm�3.75 mm) the reaction
had to be run for 16 hours to acquire the entire spectral-spatial data set.
The spectral resolution was sufficient to evaluate conversion of MB and
selectivity to TAME and their variations in the axial and transverse
directions.

The spatially resolved 13C DEPT spectroscopy experiment was also used
to quantify the composition of the interparticle liquid phase along the
reactor in the continuous liquid phase esterification of acetic acid and
ethanol to ethyl acetate and water over an ion-exchange resin at ambient
temperature and pressure.137 In the same study, both the intra- and
interparticle molecular diffusivities were evaluated separately for differ-
ent components of the reacting mixture and with a spatial resolution of
6 mm along the catalyst bed. The results demonstrated that in all imaged
parts of the bed, the concentration of ethyl acetate was higher in the
intraparticle liquid than in the liquid phase outside the particles, indi-
cating that the reaction was mass transfer limited. The total acquisition
time of the spatially and chemically resolved diffusion experiment was
B54.5 h.

5.3 Spatially resolved NMR thermometry
Heat transport processes can have an important influence on the oper-
ation of a catalytic reactor, and therefore need to be addressed in the
experimental studies. This implies that the spatial distribution of tem-
peratures and their variation in time need to be detected. Conventional
thermometry techniques are either invasive and provide temperature
readings for a limited number of spatial locations (local measurements
with thermocouples or other probes138–141) or can only probe tem-
perature fields at or near the catalyst or reactor surface (e.g., IR
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thermography142–147). In general, the signals detected in NMR are sen-
sitive to temperature, and therefore NMR/MRI can be used to measure
temperatures indirectly. This is currently used in both analytical and
biomedical applications of NMR and MRI.28,148–151 In the high-resolution
NMR of liquids, sample temperature is usually determined based on the
property of the chemical shifts of certain liquids to appreciably change in
response to temperature variation. For instance, ethylene glycol
(HOCH2CH2OH) is one of the well-known NMR ‘‘thermometers’’. The
chemical shifts of its two NMR signals depend differently on tempera-
ture, and therefore their separation provides an accurate evaluation of
sample temperature with no need for any additional calibration. NMR
thermometry can be also based on other characteristics of liquids and
their NMR properties that are sensitive to temperature. In particular,
NMR signal intensity, nuclear spin relaxation times, and diffusivity of
molecules all depend on local temperature and can be evaluated using
NMR. They all were employed in various studies to implement NMR-
based thermometry. Unfortunately, none of the four temperature-
dependent characteristics mentioned above (chemical shift, signal
intensity, relaxation times, and diffusivity) are suitable for temperature
measurements of liquids in operating multiphase reactors. Indeed, as
demonstrated above, the local liquid contents may change drastically in
space and time in an operating reactor, which affects all those tem-
perature-sensitive characteristics even if local temperatures remain un-
changed. A straightforward solution to this problem is to enclose a liquid
in a small non-metallic container with impermeable walls and place it in
a reactor. This strategy was implemented in ref. 81 to evaluate local
temperatures during hydrogenation of 1-octene in a bed of Pd/Al2O3 tri-
lobes. Four glass bulbs 4 mm in diameter filled with ethylene glycol were
placed in various parts of the bed, and volume-selective 1H NMR spectra
of ethylene glycol in these bulbs were detected. Variations of local tem-
peratures in the operating catalyst bed were evaluated with the accuracy
of ca.�2 1C. However, this approach is invasive and provides temperature
readings in a very limited number of locations within the bed, while an
increase in the number of such temperature probes in the bed may sig-
nificantly perturb reactor behavior. Even more importantly, this ap-
proach measures the temperature of a fairly large foreign object, which
can be quite different from that of the solid catalyst or the fluid phases in
the reactor.

To evaluate the catalyst temperature by NMR, it would be desirable to
address the solid phase directly. This requires the detection of the NMR
signal of the nuclei of the solid material (catalyst, support). Among the
advantages of such approach are the eliminated need to introduce any
temperature sensors and the fact that the bulk solid phase remains un-
changed during the reaction and thus provides an NMR signal which
should be sensitive to temperature variations only. While NMR/MRI of
solid materials is often associated with much lower sensitivity as com-
pared to the studies on liquids, some solids and their nuclei can be
imaged using conventional MRI approaches.29–37 Of particular interest in
this context is the 27Al nucleus of Al2O3 which is often used as a support
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for heterogeneous catalysts. Indeed, both the relaxation times and the
signal intensity of 27Al nuclei of g-Al2O3 are sensitive to tempera-
ture.16,30,98,122 Based on this fact, 27Al MRI was applied to reveal spatial
and temporal temperature variations in an operating catalytic re-
actor.98,152 In the experiment, a mixture of propylene and H2 was sup-
plied to a fixed bed of Pd/g-Al2O3 catalyst. One-dimensional profiles of
the 27Al NMR signal intensity along the catalyst bed with a sub-mm
spatial resolution were detected every 3 minutes. The temperature of the
bed was varied by changing the flow rate of propylene while keeping the
H2 feed constant. Thermocouple measurements in the lower part of the
bed showed that the catalyst temperature increase from room tempera-
ture to 250 1C was accompanied by the decrease in the 27Al NMR signal of
the alumina support. Under certain regimes, the signal intensity distri-
bution along the catalyst bed was significantly non-uniform, which likely
reflected the gradient in the catalyst temperature. Control experiments
performed at various temperatures demonstrated that 27Al NMR signal
intensity of alumina was insensitive to the composition of the gas phase
in contact with the catalyst, confirming that signal intensity can be used
as a measure of the catalyst temperature.

The 27Al MRI thermometry approach was recently extended from the
1D qualitative imaging of temperature distribution to a 2D quantitative
temperature mapping.153 A single cylindrical Pt/g-Al2O3 pellet was used to
perform catalytic oxidation of H2 with O2 (Fig. 9). The pellet (4.2 mm in
diameter and ca. 1 cm long) was glued to the wall on the inside of a
10 mm glass tube reactor. The transverse images visualized the geometry
of the experiment since both the glass tube and the catalyst contain 27Al

Fig. 9 (a) Geometry of Pt/Al2O3 pellet positioning for the MRI thermometry experiment
during catalytic gas phase oxidation of H2. (b) 2D 27Al MR image of the catalyst pellet and
the reactor glass tube. (c) 2D temperature maps of the catalyst pellet derived from the
images of the catalyst pellet detected at different H2 flow rates using the calibration curve
that relates the 27Al NMR signal intensity to the actual temperature of alumina. Color is
available in the electronic version of this figure.
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nuclei and thus contribute to the image. At the same time, the signal of
glass was much weaker than that of the catalyst pellet, and could be
neglected in the temperature mapping experiments. The 27Al NMR signal
intensity was uniform across the catalyst pellet in the absence of H2.
Once the H2 flow was started, the signal decreased and exhibited a gra-
dient in the pellet in the direction toward the contact between the pellet
and the tube wall. Both effects became more pronounced as the H2 flow
rate was increased further. As the acquisition time of each 2D 27Al MR
image with the 0.4 mm�0.4 mm in-plane spatial resolution (without slice
selection) and an acceptable SNR was fairly long (21 min), the H2 flow
rates were changed only between image acquisitions to achieve steady-
state conditions.

An independent calibration experiment was used which related the
measured 27Al NMR signal intensity of alumina to its actual temperature
which was measured by a thermocouple. This was used to convert the
obtained images into quantitative 2D temperature maps. These maps
revealed a pronounced temperature gradient in the transverse plane of
the catalyst pellet associated with its asymmetric positioning in the re-
actor. Catalyst temperatures up to 700 K were achieved, demonstrating
the applicability of this approach to the studies of high-temperature
processes. The uncertainties in the temperature evaluation were gover-
ned by the MR signal measurement noise and were estimated as ca. 10–
12 K at 400 K, ca. 30 K at 500 K and even larger at higher temperatures.
This trend is explained by the overall decrease in the measured signal
intensity with increasing sample temperature. It is reasonably straight-
forward to extend this approach to the thermometry of multiple catalyst
pellets and packed catalyst beds. Since the experiment does not use any
solid-state imaging methods and hardware, it can be implemented
relatively easily on many instruments equipped with pulsed magnetic
field gradients, including the ex situ, inside-out or mobile MRI devices
developed recently,11,154,155 which could be the next step to thermometry
of operating industrial reactors. It is essential that this approach allows
one to evaluate the true temperature of the solid catalyst pellets and
packed beds in a non-invasive manner and with spatial resolution.

Despite the sensitivity problems associated with the direct detection of
the signal of a solid phase, 27Al NMR/MRI of alumina appears to be a
useful temperature sensor. However, this approach is not problem-free
as well. For some other Al-containing materials including zeolites, this
approach may fail since surface adsorption processes may significantly
affect the 27Al NMR signal intensity. Higher temperatures lead to lower
signal intensities, reducing the sensitivity and achievable spatial reso-
lution and/or increasing measurement time. The approach also needs an
independent calibration of signal intensity versus temperature for the
measurements to be quantitative. Nevertheless, the results already ob-
tained are quite encouraging and demonstrate that non-invasive solid
state MRI thermometry is feasible in favorable cases, and may become a
useful technique capable of revealing temperature gradients and for-
mation and evolution of hot spots in operating catalytic reactors. An
extension to liquid-solid and gas-liquid-solid processes should be
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straightforward as the presence of a liquid should not affect the 27Al NMR
signal in any way other than through the catalyst temperature.

5.4 MRI of microreactors and catalytic signal enhancement
One of the recent trends in chemical technology and catalysis is the use
of microreactors and microfluidic devices. Their growing popularity is
attributed to a number of advantages that include a better control over
mass and heat transport, enhanced performance, faster and more effi-
cient chemical processes, improved safety even when operated under
extreme conditions, and easier scale-up. At the same time, from the point
of view of NMR and MRI studies, microdevices present some additional
challenges. In a conventional NMR/MRI experiment, the size of an rf coil
would be dictated by the external size of such device, which is often much
larger than the characteristic dimensions of the reaction zone of a
microreactor or the channel diameters of a microfluidic chip. The low
filling factor of the rf coil results in a poor SNR for liquids and makes
such experiments essentially unfeasible for gases.

A useful approach particularly suitable for addressing gas-phase re-
actions in microreactors is based on the so-called remote detection (RD)
method.90,94,156–158 The idea behind it is to separate the encoding and
the detection parts of NMR pulse sequence both in space and time. The
large rf coil in which a microreactor or a microchip resides is used
for encoding the spatial information into the longitudinal magnetization
of the fluid in the voids or channels. The fluid flows out of the reactor
continuously through a thin capillary which passes through a microcoil
used for a periodic detection of the NMR signal. In addition to spatial
and spectroscopic information, the time-of-flight information is obtained
using a set of delays between the encoding event and the multiple
detection events to recover the temporal data.

In ref. 159 RD was used to address hydrogenation of propylene in a
microreactor comprising 36 parallel channels with a 50�50 mm2 cross-
section and 5, 10 or 20 mm long, produced by etching a silicon wafer. The
channel walls were coated with a Pt layer. The microreactor was placed in
a 25 mm i.d. rf coil located in a 7.05 T NMR magnet. The detection
microcoil was wound directly around the 360 mm o.d. outlet capillary and
was 3 mm long and located ca. 1 cm below the encoding coil. The prox-
imity of the detection microcoil to the magnet center ensures the rea-
sonable homogeneity of the static magnetic field at its location provided
by the shimming system of the NMR magnet. It also leads to relatively
short travel times of the gas from the encoding to the detection region
which reduces the relaxation-induced losses. After each repetition of the
encoding part of the pulse sequence, 30 consecutive FIDs were collected,
separated by a 21 ms delay. With the spatial resolution of 2D images
obtained (1.9 mm along the channels and 0.5–1 mm in the transverse
direction), each pixel covered 2–5 individual channels in the transverse
direction. Despite the small dimensions of the microcoil (53 nl of gas in
the detection volume), the NMR spectrum of the gas mixture could be
detected. The line width for the static gas was ca. 30 Hz and increased to
ca. 100 Hz when the gas was flowing because the gas residence time in
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the microcoil was ca. 20 ms at the chosen flow velocity. This was suf-
ficient to resolve the chemical shifts of the reactant (propylene) and the
product (propane). From the set of spatially phase-encoded spectra, a set
of images could be reconstructed, with each image in the set depicting
the spatial location of the chosen compound with a given time-of-flight
(TOF) to the detection microcoil. Such TOF images were extracted for
both propylene and propane. From these images it was concluded that
gas flow velocities and propylene conversions were different in different
parts of the reactor, with smaller flow rates providing larger product
yields. The interpretation of the RD CSI experiment results can be rather
non-trivial. The authors demonstrated, however, that a detailed under-
standing of the experiment combined with an appropriate choice of the
pulse sequence parameters can provide the true TOF images of the re-
action product. Possible ways to improve the sensitivity of the experiment
were discussed, which may lead to the spatial resolution sufficient to
resolve individual channels.

The limited sensitivity is a major obstacle for improving the spatial
and temporal resolution in most existing MRI experiments, and is also
a significant obstacle for developing novel powerful tools for the MRI
toolkit. Imaging of gases and visualization of narrow channels at high
spatial resolution are particularly demanding in this respect. It was es-
timated159 that the use of the microcoil for signal detection in the RD
experiments improved the detection sensitivity by a factor of ca. 800
compared to a hypothetical experiment in which the large encoding rf
coil would be used for signal detection. Nevertheless, further improve-
ment in SNR would be highly desirable not only for the studies of
microreactors, but also to address larger model reactors as well. In fact,
the entire field of NMR/MRI can significantly benefit from an improved
SNR. It is therefore not surprising that the so-called hyperpolarization
methods2,28,160–173 are becoming extremely popular in magnetic reson-
ance. This family of techniques is being developed in an attempt to
maximize the polarization of nuclear spins in a magnetic field, thereby
providing signal enhancements of up to 2�104 for 1H NMR/MRI in a 14 T
field (600 MHz NMR instrument), and even higher enhancements at
lower fields and/or for other nuclei.

One of the hyperpolarization techniques, called parahydrogen-induced
polarization (PHIP, or PASADENA) is particularly suitable for the devel-
opment of hypersensitive NMR/MRI tools for catalysis. This is a rare ex-
ample of a situation when catalysis can help magnetic resonance to solve
its problems, while usually it is the other way around. Signal enhance-
ment with PHIP2,174–179 is based on a catalytic hydrogenation reaction in
which parahydrogen (pH2) is used instead of normal H2. Parahydrogen is
one of the two nuclear spin isomers of H2 with the total nuclear spin of
two H atoms I = 0. It gives no NMR signal by itself, but the highly cor-
related state of its nuclear spins can be converted into an NMR signal
enhancement. To achieve this, the equivalence of the two H atoms of the
H2 molecule has to be broken, which can be achieved when pH2 par-
ticipates in a suitable chemical reaction. PHIP is observed in many
homogeneous hydrogenation reactions of suitable unsaturated
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precursors catalyzed by transition metal complexes. Since in PHIP the
hyperpolarization of nuclear spins is produced in a catalytic reaction, this
technique can be used as a highly sensitive NMR-based tool for the
studies of the mechanisms and kinetics of homogeneous hydrogenations
catalyzed by transition metal complexes in solution.180–182 The high
sensitivity provided by PHIP enables the detection not only of reaction
products, but also of short-lived reaction intermediates that are normally
present in solution at very low concentrations and thus escape NMR
detection.

More recently, it has been demonstrated that PHIP effects can be also
observed in heterogeneous hydrogenations of unsaturated substrates
catalyzed by transition metal complexes immobilized on suitable porous
solid supports178,179,183–186 as well as by supported metal nano-
particles.178,179,187 The latter observation was quite surprising as metal
surfaces were expected to be unable to achieve the required incorporation
of both H atoms of a H2 molecule into the same product molecule
because of the dissociative chemisorption of H2 and rapid surface
migration of the resulting H atoms. Nevertheless, PHIP effects were
successfully observed in hydrogenation reactions catalyzed by many
supported metal catalysts.178,179,188–191 This provides an opportunity for
the development of a powerful hypersensitive NMR-based technique for
the characterization of the heterogeneous catalytic processes of practical
importance.

Combination of PHIP with MRI was already used to study processes in
a model catalytic reactor.98,178,192 A small packed bed reactor comprised
a piece of tubing packed with a heterogeneous Rh-based catalyst. The
reactor was positioned inside the NMR probe and was imaged during
the hydrogenation of propylene with parahydrogen. Those parts of the
catalyst bed where the hydrogenation of propylene to propane was taking
place were visualized in the images as the regions with hyperintense
NMR signal. Furthermore, the signal enhancement provided by PHIP
made it possible to detect the velocity map for the hydrocarbon gas
flowing in the packed bed of the operating reactor. The experiments
demonstrated that both the catalyst packing and the flow field were
spatially non-uniform.

PHIP-enhanced MRI in combination with the RD technique considered
above was used to address packed bed microreactors.193 Three different
continuous flow microreactors packed with Rh/SiO2 catalyst were used in
the experiments. The diameters of the packed beds were 800, 405, and
150 mm, and their lengths were 5, 14, and 15 mm, respectively. The signal
enhancement provided by PHIP in the hydrogenation of propylene to
propane using pH2 was estimated as ca. 60, and the overall sensitivity
enhancement factor given by RD (820) and PHIP was estimated as
ca. 5�104. The NMR signal of the hyperpolarized gas (propane) signifi-
cantly exceeded that of the thermally polarized gas (propylene), which
simplifies the interpretation of the results of the RD experiment. The
average gas flow rates, both in the packed bed and in the outlet capillary,
were determined from the 2D data sets with one spatial (axial) and one
TOF coordinate, directly from the slope of the corresponding ridges.
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Comparison of the gas flow velocities and signal intensities in the packed
bed and in the outflow capillary revealed a substantial adsorption of the
gas on the porous catalyst support in the packed bed, which was then
quantified. Furthermore, summation of all 1D axial profiles over the TOF
coordinate provided the axial distribution of propane concentration as-
suming that the packed bed was uniform and relaxation effects neg-
ligible. Such distributions obtained for the three reactors were simulated
based on the plug-flow reactor behavior and the appropriate kinetic
models. The experiments were further extended to obtain 3D data sets,
namely the 2D images detected for different times-of-flight (Fig. 10). The
images revealed the plug-like gas flow in the two smaller reactors, while
some deviation from the plug-like behavior and a larger dispersion was
revealed for the larger one. The build-up of hyperpolarization along the
microreactor can be clearly observed.

Fig. 10 RD TOF images acquired for Rh/SiO2 catalyst beds of three different diameters at
60 1C during propylene hydrogenation with parahydrogen. The leftmost images are the
time projections obtained by summation of all images shown to their right. Travel times
are indicated in the panels in milliseconds. The catalyst bed regions are outlined with white
dashed lines. The complete data set for each reactor was acquired in 13 min with a time
resolution of 12 ms and a spatial resolution of 160–250mm in the horizontal direction and
0.62–2.2 mm in the vertical direction. Reproduced from ref. 193 with permission of Wiley-
VCH Verlag GmbH & Co. KGaA, Weinheim.
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6 Summary and outlook

Applications of MR imaging in heterogeneous catalysis and related dis-
ciplines are still an art rather than everyday routine. Nevertheless, the
technique has reached a stage when it can provide useful data on the
processes even in operating model reactors, including information about
the internal structure, mass and heat transport processes, and chemical
conversion of reactants into products. Given the complexity of processes
that take place in the reactors, the most powerful approach is to use MRI
in combination with other experimental techniques and mathematical
modeling. The data provided by MRI can be used as a direct input to limit
the number of unknowns in calculations as well as to validate the results
of such calculations. This approach has synergistic potential and is
capable of providing significantly more information than MRI studies or
modeling alone.56

In addition, this field of research holds promise for significant growth
in the future, which will be fueled by the ongoing developments in other
areas of application of NMR and MRI, in particular in the broad field of
porous media MR, where the development of faster imaging techniques
and techniques applicable to samples with short T2 times is highly de-
sirable and attracts a lot of attention at present. Another major problem
is insufficient sensitivity which poses significant obstacles on the way to
higher spatial and temporal resolution and to the development of novel
applications. This calls for the implementation of significant signal en-
hancement, which can be achieved through the ongoing development of
the hyperpolarization techniques. Furthermore, it is already quite clear
that the utilization of the properties of the so-called long-lived spin
states194–199 can go a long way in extending the lifetime of hyperpolar-
ization well beyond the T1 limit and thus can significantly broaden the
scope of new and exciting developments. Hypepolarization methods are
already being applied to the studies of enzymatic processes in vivo and in
bioreactors,2 and thus can provide new impetus for applications of MRI
in the studies of model biocatalytic reactors.200–203
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Berlin, Heidelberg, 2011.
156 A. J. Moule, M. M. Spence, S. Han, J. A. Seeley, K. L. Pierce, S. Saxena and

A. Pines, Proc. Natl. Acad. Sci. USA, 2003, 100, 9122.
157 C. Hilty, E. E. McDonnell, J. Granwehr, K. L. Pierce, S. Han and A. Pines,

Proc. Natl. Acad. Sci. USA, 2005, 102, 14960.
158 T. Z. Teisseyre, J. Urban, N. W. Halpern-Manners, S. D. Chambers, V. S.

Bajaj, F. Svec and A. Pines, Anal. Chem., 2011, 83, 6004.
159 V. V. Zhivonitko, V.-V. Telkki, J. Leppaniemi, G. Scotti, S. Fransilla and I. V.

Koptyug, Lab Chip, 2013, 13, 1554.
160 Hyperpolarization Methods in NMR Spectroscopy. Top. Curr. Chem., 2013,

338. Volume Editor: Lars Kuhn.
161 S. Mansson, E. Johansson, P. Magnusson, C.-M. Chai, G. Hansson, J. S.

Petersson, F. Stahlberg and K. Golman, Eur. Radiol., 2006, 16, 57.
162 J. Kurhanewicz, D. B. Vigneron, K. Brindle, E. Y. Chekmenev, A. Comment,

C. H. Cunningham, R. J. DeBerardinis, G. G. Green, M. O. Leach, S. S. Rajan,
R. R. Rizi, B. D. Ross, W. S. Warren and C. R. Malloy, Neoplasia, 2011, 13, 81.

163 B. M. Goodson, J. Magn. Reson., 2002, 155, 157.
164 T. G. Walker and W. Happer, Rev. Mod. Phys., 1997, 69, 629.
165 G. Navon, Y.-Q. Song, T. Room, S. Appelt, R. E. Taylor and A. Pines, Science,

1996, 271, 1848.
166 G. E. Pavlovskaya, Z. I. Cleveland, K. F. Stupic, R. J. Basaraba and T.

Meersmann, Proc. Natl. Acad. Sci. USA, 2005, 102, 18275.

40 | Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 1–42

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00001
https://iranchembook.ir/edu


167 K. F. Stupic, Z. I. Cleveland, G. E. Pavlovskaya and T. Meersmann, J. Magn.
Reson., 2011, 208, 58.

168 J. H. Ardenkjaer-Larsen, B. Fridlund, A. Gram, G. Hansson, L. Hansson, M.
H. Lerche, R. Servin, M. Thaning and K. Golman, Proc. Natl. Acad. Sci. USA,
2003, 100, 10158.

169 Appl. Magn. Reson., 2012, 43, issue 1–2, Special issue ‘‘The Different Mag-
netic Resonance Communities Join Forces for Progress in DNP’’.

170 Phys. Chem. Chem. Phys., 2010, 12, issue 22, Themed issue on dynamic
nuclear polarization.

171 K. Golman, L. E. Olsson, O. Axelsson, S. Mnsson, M. Karlsson and J. S.
Petersson, Brit. J. Radiol., 2003, 76, S118.

172 E. Terreno, D. D. Castelli, A. Viale and S. Aime, Chem. Rev., 2010, 110,
3019.

173 P. Bhattacharya, B. D. Ross and R. Bunger, Exp. Biol. Med., 2009, 234, 1395.
174 R. A. Green, R. W. Adams, S. B. Duckett, R. E. Mewis, D. C. Williamson and

G. G. R. Green, Progr. NMR Spectr., 2012, 67, 1.
175 C. R. Bowers and D. P. Weitekamp, J. Am. Chem. Soc., 1987, 109, 5541.
176 J. Natterer and J. Bargon, Progr. NMR Spectr., 1997, 31, 293.
177 D. Canet, C. Aroulanda, P. Mutzenhardt, S. Aime, R. Gobetto and F. Reineri,

Concepts Magn. Reson., 2006, 28A, 321.
178 K. V. Kovtunov, V. V. Zhivonitko, I. V. Skovpin, D. A. Barskiy and I. V.

Koptyug, Top. Curr. Chem., 2013, 338, 123.
179 K. V. Kovtunov and I. V. Koptyug, Magnetic Resonance Microscopy: Spatially

Resolved NMR Techniques and Applications, ed. S. Codd and J. D. Seymour,
Wiley-VCH, Weinheim, 2008, 101–115.

180 S. B. Duckett and N. J. Wood, Coord. Chem. Rev., 2008, 252, 2278.
181 H. G. Niessen, D. Schleyer, S. Wiemann, J. Bargon, S. Steiner and B.

Driessen-Holscher, Magn. Reson. Chem., 2000, 38, 747.
182 S. B. Duckett and R. E. Mewis, Acc. Chem. Res., 2012, 45, 1247.
183 I. V. Koptyug, K. V. Kovtunov, S. R. Burt, M. S. Anwar, C. Hilty, S. Han, A.

Pines and R. Z. Sagdeev, J. Am. Chem. Soc., 2007, 129, 5580.
184 K. V. Kovtunov, V. V. Zhivonitko, A. Corma and I. V. Koptyug, J. Phys. Chem.

Lett., 2010, 1, 1705.
185 I. V. Skovpin, V. V. Zhivonitko and I. V. Koptyug, Appl. Magn. Reson., 2011,

41, 393.
186 I. V. Skovpin, V. V. Zhivonitko, R. Kaptein and I. V. Koptyug, Appl. Magn.

Reson., 2013, 44, 289.
187 K. V. Kovtunov, I. E. Beck, V. I. Bukhtiyarov and I. V. Koptyug, Angew. Chem.

Int. Ed., 2008, 47, 1492.
188 K. V. Kovtunov, V. V. Zhivonitko, L. Kiwi-Minsker and I. V. Koptyug, Chem.

Commun., 2010, 46, 5764.
189 D. A. Barskiy, K. V. Kovtunov, A. Primo, A. Corma, R. Kaptein and I. V.

Koptyug, ChemCatChem, 2012, 4, 2031.
190 V. V. Zhivonitko, K. V. Kovtunov, I. E. Beck, A. B. Ayupov, V. I. Bukhtiyarov

and I. V. Koptyug, J. Phys. Chem. C, 2011, 115, 13386.
191 K. V. Kovtunov, I. E. Beck, V. V. Zhivonitko, D. A. Barskiy, V. I. Bukhtiyarov

and I. V. Koptyug, Phys. Chem. Chem. Phys., 2012, 14, 11008.
192 L.-S. Bouchard, S. R. Burt, M. S. Anwar, K. V. Kovtunov, I. V. Koptyug and A.

Pines, Science, 2008, 319, 442.
193 V. V. Zhivonitko, V.-V. Telkki and I. V. Koptyug, Angew. Chem. Int. Ed., 2012,

51, 8054.
194 V. V. Zhivonitko, K. V. Kovtunov, P. L. Chapovsky and I. V. Koptyug, Angew.

Chem. Int. Ed., 2013, 52, 13251.

Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 1–42 | 41

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00001
https://iranchembook.ir/edu


195 M. Carravetta, O. G. Johannessen and M. H. Levitt, Phys. Rev. Lett., 2004, 92,
153003-1.

196 M. B. Franzoni, L. Buljubasich, H. W. Spiess and K. Munnemann, J. Am.
Chem. Soc., 2012, 134, 10393.

197 W. S. Warren, E. Jenista, R. T. Branca and X. Chen, Science, 2009, 323, 1711.
198 P. Ahuja, R. Sarkar, S. Jannin, P. R. Vasos and G. Bodenhausen, Chem.

Commun., 2010, 46, 8192.
199 G. Pileio, S. Bowen, C. Laustsen, M. C. D. Tayler, J. T. Hill-Cousins, L. J.

Brown, R. C. D. Brown, J. H. Ardenkjaer-Larsen and M. H. Levitt, J. Am.
Chem. Soc., 2013, 135, 5084.

200 I. I. Koptyug, A. A. Lysova, G. A. Kovalenko, L. V. Perminova and I. V.
Koptyug, Appl. Magn. Reson., 2010, 37, 483.

201 J. S. McLean, O. N. Ona and P. D. Majors, ISME J., 2008, 2, 121.
202 A. C. Humphries, I. P. Mikheenko and L. E. Macaskie, Biotechnol. Bioeng.,

2006, 94, 81.
203 K. P. Nott, F. P. Heese, M. Paterson-Beedle, L. E. Macaskie and L. D. Hall,

Can. J. Chem. Eng., 2005, 83, 68.

42 | Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 1–42

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00001
https://iranchembook.ir/edu


Isotopes in the FTIR investigations
of solid surfaces
Konstantin Hadjiivanov,* Mihail Mihaylov, Dimitar
Panayotov, Elena Ivanova and Kristina Chakarova
DOI: 10.1039/9781782621485-00043

In this chapter the recent achievements in the use of isotopically labelled molecules for
characterization of surfaces by FTIR and other vibrational spectroscopy techniques is
reviewed. A brief theoretical background is provided where special attention is paid on the
deviations of the experimental results from the theory. Then the application of D-, 13C-,
15N- and 18O-labelling is consecutively considered. For deuterium we first discuss the
properties of surface OD groups and then the use of deuterated molecular probes (D2,
CHD2OH, C2D5OH, C6D12). When describing 13C-labelled compounds the application
of 13CO and 13C18O is compared and then other labelled compounds (13CO2, D13CN,
13CH3OH, etc.) are considered. In the next section 15N2, NO isotopologues, (15NH2)2CO
and aminoacids are discussed. For 18O-labelling we first consider the use of surfaces
enriched to 18O, then different O2 adsorption and finally, H2

18O and C18O. In all cases the
application of isotopic labelling for clarifying the mechanisms of catalytic reactions is also
considered.

1 Introduction

One of the most powerful tools for characterization of surfaces is vibra-
tional spectroscopy.1–3 Among the different techniques used for this
purpose, definitely infrared is the main protagonist, although Raman
spectroscopy, HREEL, etc. are also often utilized. Vibrational spectra of
surface species provide valuable information on the surface adsorption
sites as well as on the mechanism of surface reactions, in particular
catalytic processes. For these reasons the number of studies on various
surfaces involving FTIR and related techniques continuously increases.

In surface chemistry the spectra are normally registered after sample
activation aimed at removing adsorbed water and eventual con-
taminants. The infrared spectra of activated solids provide information
about the existence of particular surface species, e.g. hydroxyl groups, but
bring only little information on the surface properties. To study in detail
the surface centres, usually probe molecules are applied.1–3 These are
compounds interacting specifically with one or more types of surface
centres and analysis of their spectra leads to conclusion on the surface
properties of solids.

However, in some cases, it is difficult (or even impossible) to interpret
the spectral results. For instance, there are spectral regions where various
vibrations, overtones, combinations and even electronic transitions
could be observed. When coadsorption of different adsorbates is per-
formed, it is often impossible, based on the spectra alone, to assign
unambiguously all of the resulting IR bands. In these cases, however,
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isotopic labelling normally gives easy and unambiguous answers. The use
of isotopes is most often applied to establish whether a given vibration
involves or not a particular atom. However, intelligent use of labelled
compound could bring much more information and thus strongly en-
hances the power of the vibrational spectroscopy. For instance, using
isotopic mixtures one can determine the number of ligands in polyligand
species, to measure the static and dynamic interaction between adsorbed
dipolar molecules and to control the intensity transfer. Isotopes normally
help in establishing spectral phenomena, as Fermi-resonance, etc. Iso-
topic labelling has found a wide application in the mechanistic studies of
catalytic reactions. A widely used technique for this purpose is SSITTKA
(steady state isotopic transient kinetic analysis). Generally, switching the
reaction gas feed between different isotopic substitutions should result
in similar temporal responses of the reaction product and of the reaction
intermediates while spectator species should be not sensitive or slightly
sensitive to the isotopic substitution.

In this chapter we will give first a brief theoretical background of the
vibrational spectra of isotopically labelled compounds. Special attention
will be paid on the deviations from the theory and to which extent these
deviations can hinder the spectral analysis. In practice few isotopes are
widely used in the studies of surfaces by vibrational spectroscopy, i.e. 2H
(D), 13C, 15N and 18O. The isotopic shifts with heavier elements are small
and therefore not convenient for spectroscopic use. We will first consider
deuterated compounds, and then the use of 13C-, 15N- and 18O-labelled
ones. Application of double-labelled molecules will be also discussed.
Although the review is focused on recent studies, in order to give a
complete picture, some important classic works will also be considered.

2 Brief theoretical background

According to the harmonic oscillator model, the stretching frequency, n,
of a diatomic molecule (AB) depends on the force constant (k) and the
reduced mass (m) of the two atoms:4

n¼ 1
2p

ffiffiffiffiffiffi

k
m

s

(1)

where the reduced mass is calculated according to the equation:

m¼ MA MB

MA þMB
(2)

(MA and MB are the masses of the two atoms, respectively).
Equation (1) shows that the A–B stretching frequency will be changed

after replacement of one of the atoms in the molecule by its isotope (for
instance A by A0). Defining the isotopic shift factor, i, as the ratio of
stretching frequencies, and taking into account equation (1), one can
easily obtain:

i¼ nAB

nA0B
¼

ffiffiffiffiffiffiffiffi

mA0B

mAB

r

: (3)
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In equation (3) the stretching frequency can be replaced in practice
by the wavenumber, nB, because it is proportional to the frequency: the
two parameters are linked by the relationship n= cnB (where c is the light
speed).

Although the above analysis involves two atoms only, usually the
stretching vibrations are isolated and the isotopic shifts can be well
calculated according to equation (3). The calculated isotopic shifts of
some stretching modes involving H, C, N and O atoms when exchanged
with D, 13C, 15N and 18O are presented in Table 1. Because of the drastic
difference between the masses of protium and deuterium, the H/D ex-
change affects most strongly the stretching frequencies. Thus, an isotopic
shift of ca. 1000 cm�1 is observed when surface OH groups are exchanged
with deuterium, while the isotopic shift caused by 18OH/OH substitution
is about two orders of magnitude lower (see Fig. 1). The isotopic effect
also increases with the atomic mass of the atom to which hydrogen is
bound and is approaching the value of

ffiffiffi

2
p

.

Table 1 Calculated isotopic shift factors of some
stretching modes of practical importance. The shifts are
calculated on the basis of the harmonic oscillator model.

n1 n2 i = n1/n2

H–H H–D 1.1546
D–D 1.4137

12C–H 12C–D 1.3620
13C–H 1.0030
13C–D 1.3696

14N–H 14N–D 1.3685
15N–H 1.0022
15N–D 1.3743

16O–H 16O–D 1.3736
18O–H 1.0033
18O–D 1.3822

12C–12C 12C–13C 1.0199
13C–13C 1.0410

12C–14N 13C–14N 1.0214
12C–15N 1.0157
13C–15N 1.0382

12C–16O 13C–16O 1.0228
12C–18O 1.0248
13C–18O 1.0493

14N–14N 14N–15N 1.0170
15N–15N 1.0350

14N–16O 15N–16O 1.0182
14N–18O 1.0270
15N–18O 1.0468

16O–16O 16O–18O 1.0291
18O–18O 1.0608
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Inspection of the data presented in Table 1 suggests that one could
easily determine the nature of the atoms participating in a given vibra-
tion by just calculating the isotopic shift factor. However, some devi-
ations between the calculated and observed values do not make this an
easy task and, in some cases, even impossible. Below we shall briefly
consider these deviations and to what extent they hinder analysis.

The real oscillators are not harmonic ones but are represented by the
Morse potential. As a result, the experimental isotopic shift factors
should be smaller than the theoretical ones. A good coincidence is re-
ported only when the harmonic frequencies are used.6

The differences between the measured and calculated shifts are well
pronounced with stretching vibrations involving hydrogen atoms. For
instance, the experimentally observed OH/OD isotopic shift factor for OH
radicals is 1.3556,7 a value significantly lower than the theoretical value
of 1.3736. Moreover, this value is lower even than the theoretical value
(1.3620) for CH/CD exchange. The situation is additionally complicated
by the fact that H–bonding also strongly affects the isotopic shift (for
more details see below). Therefore, using i to distinguish between C–H,
N–H, and O–H modes should be avoided or should be based on com-
parison with experimentally reported data. For instance, the CH/CD
isotopic shift factor for formates on ceria has been reported to be 1.323.8

This value is definitely lower than the theoretical one and also lower than
the usually observed isotopic shift factor for isolated hydroxyls. However,
for H–bonded hydroxyls, i can be even lower. The situation is compli-
cated for two more reasons: (i) H–bonded hydroxyls are observed at
relatively low frequencies and can approach the region typical of C–H
stretches and (ii) very different values (up to 1.37)9 have been reported for
the nCH/nCD factor.

In fact, it is easy to distinguish O–H from M–H vibrations on the basis of
the isotopic shift. Thus, the theoretical value of i for Zn–H and Ga–H
stretchings is around 1.40. It was found experimentally that the H/D
isotopic shift factor for ZnH groups is 1.385,10 and for GaH groups, 1.39,11

i.e. definitely higher than the value of ca. 1.356 observed for OH groups.
Although the isotopic shift factors are smaller with stretching vibra-

tions involving C, N and O atoms, as compared to vibrations involving

Fig. 1 Peak-fitted hydroxyl group region for (a) 16O–H stretching vibrations for unlabelled
TiO2, (b) 16O–D stretching vibrations for deuterated TiO2 following D2O exchange,
(c) 18O–H stretching vibrations for 18O labeled TiO2 following H2

18O exchange.
Reproduced from Ref. 5.
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hydrogen (see Table 1), in these cases the deviations from the theory are
very small and this allows distinguishing between different bonds. For
instance, the experimentally obtained CO/13CO isotopic shift factor co-
incides very well with the theoretical one (1.0228) and the experimentally
obtained 13C–O stretching frequencies differ from the calculated ones by
less than 1 cm�1. This allows distinguishing, for instance, even between
C–N and C–O modes. However, to make unambiguous conclusions one
should use isotopic exchange with the two expected atoms in the bond.

The isotopic effect is also more pronounced when the masses of the
two bonded atoms strongly differ. For instance, the Cr–16O/Cr–18O and
W–16O/W–18O theoretical isotopic shift factors are 1.045 and 1.056 cm�1

respectively. Because the double M¼O bonds are easily monitored in the
overtone region around 2000 cm�1,12 the expected difference between
the positions of the 2n(Cr–18O) and 2n(W–18O) bands (providing that the
M–16O modes coincide) is around 20 cm�1. Note that, in the latter case,
the factor is hardly sensitive to the nature of W isotope involved in the
vibration. A similar situation is reported for Ga–H modes: the differences
in the Ga–H bond due to the different natural isotopes of gallium are
smaller than 1 cm�1.11

The above considerations concern isolated stretching modes. In many
cases, i.e. when the kinetic energy of the vibrations is localized mainly
in these groups, the bending frequencies of an A–B group after isotopic
exchange can also be calculated according to equation (3).4 This is for
instance the situation with vibrations involving light atoms, as hydrogen
and vibrations corresponding to strong (double, triple) bonds. However,
the situation with coupled vibrations is more complicated and substan-
tial deviations from equation (3) could be observed. For a triatomic XY2

molecule the isotopic shift of the nas modes depends on the Y–X–Y angle.
If such a molecule is labelled only at one Y position, the symmetry is
changed and the prediction of the band positions is complicated (al-
though the shift is roughly the half of the predicted for a double labelled
molecule). For more details the reader is directed to Ref. 4.

3 Deuterated compounds

The surface studies involving deuterated species are numerous because
of two main reasons: (i) the H/D isotopic effect is very well pronounced in
the vibrational spectra of the stretching modes involving hydrogen; (ii)
hydrogen is present in most of the systems of practical importance. Here
we will consider first surface OH and OD groups and then adsorption of
various deuterated compounds.

3.1 Surface OD groups
Exchange of protium with deuterium in surface OH groups is performed
for various reasons: (i) to establish the accessibility of the OH groups, (ii) to
switch to a spectral region where the noise is limited and thus to obtain
high quality spectra, (iii) to check for existence of spectral phenomena, (iv)
to trace the origin of hydrogen in surface reaction products, etc.

Table 2 presents recently observed OH/OD isotopic shift factors for
surface hydroxyl groups.6,13–33 These and more data have been analyzed6
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Table 2 OH/OD isotopic shift factors for surface hydroxyl groups. Isotopic shift factors
n(OH)/n(OD) smaller than 1.3535 are shown by italics.

OH group Sample n(OH), cm�1 n(OD), cm�1 n(OH)/n(OD) Ref.

SiOH SiO2 3748 2763 1.3565 6
SiOH SiO2 3746 2762 1.3563 6
SiOH SiO2 3740 2760 1.3551 13
SiOH SiO2 3738 2756 1.3563 14
SiOH SiO2 3670 2710 1.3542 14
SiOH SiO2 3530 2600 1.3577 14
SiOH SiO2 3520 2610 1.3487 14
SiOH MCM-41 3745 2760 1.3569 15
SiOH SiO2-Al2O3 3744 2764 1.3546 16
SiOH [Si]BEA 3525 2609 1.3512 6
Si(OH)Al H–ZSM-5 3627 2676 1.3554 17
Si(OH)Al H–ZSM-5 3619 2670 1.3554 17
Si(OH)Al H–ZSM-5 3617 2669 1.3552 18
Si(OH)Al H–ZSM-5 3616 2667 1.3558 19, 20
Si(OH)Al H–ZSM-5 3606 2660 1.3556 17
Si(OH)Al FER 3596 2653 1.3554 21
Si(OH)Al FER 3609 2662 1.3557 21
Si(OH)Al FER 3555 2623 1.3553 21
Si(OH)Al HY 3546 2620 1.3534 22
Si(OH)Al Pd/HY 3558 2623 1.3565 23
Si(OH)Al MCM-58 3628 2679 1.3542 18
Si(OH)Al MCM-58 3556 2628 1.3531 18
Si(OH)Al MCM-58 3485 2576 1.3529 18
Si(OH)Al MCM-68 3617 2669 1.3552 18
Si(OH)Al 2D zeolite 3594 2654 1.3542 24
AlOH H–ZSM-5 3667 2703 1.3566 19, 20
AlOH MCM-68 3670 2704 1.3572 18
ZnOH Zn/H–MFI 3675 2705 1.3586 25
ZnOH ZnO 3672 2707 1.3565 26, 27
ZnOH ZnO 3656 2698 1.3551 26, 27
ZnOH ZnO 3639 2683 1.3563 26, 27
ZnOH ZnO 3620 2669 1.3563 27
ZnOH ZnO 3564 2626 1.3572 26, 27
ZnOH ZnO 3448 2551 1.3516 26, 27
TiOH TiO2 3733 2741 1.3619 5
TiOH TiO2 3717 2741 1.3561 5
TiOH TiO2 3691 2719 1.3575 5
Ti(OH)Ti TiO2 3672 2708 1.3560 5
Ti(OH)Ti TiO2 3642 2676 1.3610 5
ZrOH ZrO2 3774 2780 1.3576 28
ZrOH ZrO2 3733 2751 1.3570 28
ZrOH ZrO2 3673 2709 1.3559 28
ZrOH MOF: UiO-66 3666 2708 1.3538 29
CeOH CeO2 3657 2694 1.3575 30
CeOH CeO2 3510 2598 1.3510 30
CeOH Cu/CeO2 3663 2702 1.3557 31
CeOH Pt/CeO2 3650 2685 1.3594 32
OH/NH chitosana 3435 2529 1.3582 33
OH/NH chitosan 3290 2432 1.3528 33
OH/NH chitosan 3180 2372 1.3406 33
apoly-b-(1,4)-glucosamine.

48 | Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 43–78

 0
9:

59
:3

4.
 

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00043
https://iranchembook.ir/edu


and it was concluded that in most cases the isotopic shift factor for
isolated hydroxyls was around 1.356–1.358 and hardly depended on the
n(OH) value.

Based on the fundamental and overtone values of the OH and OD
stretching modes, it is possible to calculate the harmonic frequencies. It
was demonstrated that, for the harmonic frequencies of isolated SiOH/
SiOD groups, the isotopic shift factor is very close to the calculated value,
i.e. the difference between the measured and calculated frequencies is
mainly due to the anharmonicity.6 It was proposed that the situation is
similar for other isolated hydroxyls groups.

A careful analysis of the data presented in Table 2 indicates that values
of i lower than 1.3535 (shown by italics) are observed with OH groups
vibrating at relatively low frequencies and believed to be H–bonded (note
that with H–bonded Mg–OH groups on MgO a value of 1.308 is re-
ported).34 The supposition that weak H–bonding leads to a decrease in
the isotopic shift factors is supported by careful investigations on the
formation of H-bonds between isolated hydroxyls and weak bases during
adsorption (Table 3).

These phenomena were just recently discussed in the surface chem-
istry literature.18–20,24,35,36 An empiric equation for calculation of the
stretching modes of surface OD groups has been proposed:18

nOD = 0.709 (nOH)þ 103.7 (4)

It was also noted that H–bonded hydroxyls deviate from this
relationship.

Before exposing different opinions, let us first consider some key
points of the H–bonding. The drastic difference between the masses of
protium and deuterium leads to measurable differences in their chemical
properties that are much more pronounced than for the isotopes of other
elements. The common explanation of these effects is the difference in
the zero-point energy between the O–H and O–D bonds. An important
consequence is that the dissociation energy of the OH and OD bonds are
different, i.e. O–D bonds are stronger than the respective O–H bonds.

Table 3 OH/OD isotopic shift factors for surface hydroxyl groups before and after for-
mation of H–bonds with weak bases.

Sample OH group/complex n(OH) cm�1 n(OD) cm�1 n(OH)/n(OD) Ref.

SiO2 SiOH 3748 2763 1.3565 6
SiOH � � �CH4 3714 2739 1.3560 6
SiOH � � �CO 3660 2700 1.3556 6
SiOH � � �CD3CN 3429 2552 1.3437 6

H–ZSM-5 Si(OH)Al 3616 2667 1.3558 19, 20
[Si(OH)Al] � � �N2 3496 2584 1.3529 19
[Si(OH)Al] � � �CH4 3494 2582 1.3532 35
[Si(OH)Al] � � �CO 3306 2460 1.3439 19, 20

2D zeolite Si(OH)Al 3594 2654 1.3542 24
[Si(OH)Al] � � �CO 3215 2409 1.3345 24
[Si(OH)Al] � � �C2H4 3107 2330 1.3335 24
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Also, the O–D bond is more harmonic as compared to the OH bond be-
cause the zero-point level for OD lies closer to the bottom of the Morse
curve and the deviations from the harmonic oscillator model are smaller.
In a recent study,37 the OH bond distance in H2O was found to be by 3%
longer as compared to the OD bond in D2O, while the distance of the
H–bond formed is by 4% shorter than that for the deuterated system.

Very recently it was demonstrated, by adsorption of CD3CN, that the
bridging hydroxyls in H–ZSM-5 zeolite are more acidic than the corres-
ponding O–D groups.36 It was shown that the sensitive to coordination
C–N mode appeared at 2301.2 cm�1 when CD3CN was adsorbed on
H–ZSM-5 and at 2300.0 cm�1 with deuterated form (D–ZSM-5). The same
effect was established for the less acidic Al–OH groups but due to their
lower acidity the spectral difference in the C–N modes was smaller. As we
will show below, analysis of these results explains the anomalous isotopic
shift factor of H–bonded hydroxyls.

When OH groups participate in an H–bonding, the OH stretching
frequency shifts to lower wavenumbers and the shift is proportional to
the strength of the bond formed. Other effects of the H–bonding are the
broadening of the O–H stretching band and the increase of the extinction
coefficient. It is considered that the broadening is due to coupling (sum
and difference combinations) of nOH with the hydrogen bond stretching
vibration. Note, that this coupling affects the band width, but not its
position.

Boscoboinik et al.24 assumed that the difference between the isotopic
shift factors of free and H–bonded hydroxyls raised from the coupling of
the OH modes with intramolecular vibrations. However, as already noted,
this coupling is assumed not to affect the OH band maximum and
therefore, the isotopic shift factor.

Alternative explanation was proposed by Chakarova et al.19,20 As-
suming that the OH and the respective OD groups possess the same
acidity, the isotopic shift factor for free and H–bonded hydroxyls should
be practically the same. However, due to the lower acidity of the OD
groups, they are shifted to a lesser extent upon D-bonding. This can be
easily seen in Fig. 2 showing the interaction of CO at 100 K with the OH/
OD groups on an H–ZSM-5 sample. For convenience, the x-axis scale for
panel B (OD region) is divided by the experimental isotopic shift factor
for the free OH/OD groups, i.e. 1.3558. It is clearly seen that the principal
band of the D–bonded OD groups (expected at 2438 cm�1) appears at
2460 cm�1. Consequently, the isotopic shift factor is 1.3439, i.e. definitely
lower than that observed with isolated hydroxyls. The same effect occurs
when an OH group is H–bonded not to a guest molecule but to oxygen
from another hydroxyl group or to lattice oxygen.22

Inspection of Fig. 2 allows distinguishing of low frequency shoulders of
the bands due to H–bonded OH (3206 cm�1) and OD (2460 cm�1) groups,
at 3415 and 2557 cm�1, respectively. However, the shoulder at 2557 cm�1

is less intense as compared to that at 3415 cm�1 and the isotopic shift
factor (1.3355) is even lower than that for the principal band at
3305 cm�1. Based on analysis of the spectra, it was concluded19,20 that the
shifted OH band is split into two components as a result of Fermi
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resonance with the second excited state of the d(OH) modes which is
expected slightly above 3300 cm�1. The Fermi resonance is weaker with
the OD bands because of the larger difference between the positions of
n(OD) and 3d(OD) modes.

It was also found, again by the use of D–exchanged materials, that in
order the discussed Fermi resonance to occur the position of the shifted
OH band should be around 3300 cm�1. Consequently, the effect was
observed with other zeolites (H–FER)21 and adsorbed probe molecules
(C6H6).38 However, when CO is adsorbed on HY, the 3640 cm�1 hydroxyl
band shifts to 3370 cm�1 and no resonance effects are observed.22

The same is valid when bases weaker than CO (e.g. N2) are adsorbed on
H–ZSM-5 and the shifted band is at relatively high wavenumbers.19

Fig. 2 FTIR spectrum of activated H–D–ZSM-5 (a) and changes in the IR spectra induced
by small changes in the CO coverage after CO adsorption at 100 K (b–i). Panel A shows the
OH region and panel B, the OD region. The X-axis scale for panel B is chosen as to
correspond to the H–D isotopic shift factor. Reproduced from Ref. 20.
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These observations are important for measuring the acidity of OH
groups. In particular, they demonstrate that the appearance of two
shifted bands when zeolite acidic hydroxyls interact with CO is due to
spectral phenomena but not to heterogeneity of the OH groups, as sup-
posed before.39 In addition, it seems that the isotopic shift factor can be
used to estimate the extent of H–bonding.

It should also be noted that the decrease of i upon H–bonding cannot
be explained by the decrease in anharmonicity of the O–H bond, as
proposed.40 Indeed, it is well established that formation of a weak H–
bond leads to increase of the harmonicity of the O–H bond oscillator.41

The appearance of two combination bands for SiOH groups, at ca. 4563
and 4530 cm�1, has been debated and it was shown that only one band is
observed with deuterated sample (see Fig. 3). It was proposed that this
was due to the existence of two surface modes with bending character
arising from the coupling of the bending Si–OH modes with Si–O–Si
stretchings.42

It is important to distinguish between OH stretching bands of hydroxyl
groups and of adsorbed water. Normally this is made on the basis of the
water deformation modes around 1650–1600 cm�1. However, many other
surface species (nitrates, carbonates) can absorb in this region. There-
fore, this criterion is often not useful. However, if a band around
1600 cm�1 is due to adsorbed water, it should disappear after D/H ex-
change. Moreover, after partial exchange, a band at ca. 1400 cm�1, due to
the deformation modes of HOD molecules, should be observed.4

An interesting application of deuterium was reported by Dubkov et al.43

They used H2 and D2 to demonstrate that reactive oxygen on Fe–ZSM-5
(so-called a–oxygen) produces FeOH/FeOD groups.

As a conclusion, we can say that the exchange of surface OH groups
with deuterium is a useful approach for their characterization but the

Fig. 3 Comparison of the absorption profiles of the nOHþ dOH and nODþ dOD bands.
The silica sample has been preheated for 20 h at 750 1C in vacuo. Reproduced from
Ref. 42.
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slight difference in the acidity of the OH and OD groups should be taken
into account.

3.2 Adsorption of D-labelled molecules
The reasons for utilization of D-labelled probe molecules are various.
Dihydrogen possesses several advantages as a probe: small size (allowing
to penetrate into small pores); no hindrance from the gas phase; and high
sensitivity of the H–H stretches to the bonding.44 The use of D2 instead of
H2 allows switching to less noisy spectral regions and also permits dis-
tinguishing from other effects, e.g. bands due to shifted OH stretching
modes. In any case, the analysis of the results on D2 adsorption should be
carefully performed because the two isotopologues, H2 and D2, are char-
acterized by different equilibria between the ortho- and para-forms. Here
again, the measured isotopic shift factors are lower than the theoretical
one (1.4137). For instance, i = 1.3883 and 1.3969, respectively, for H2/D2

adsorbed on the acidic hydroxyls and on Naþ sites in HNaY zeolite.44

Panayotov and Yates45 have studied the interaction of titania with
atomic hydrogen. They observed a broad absorbance extended from
ca. 4000 cm�1 to a sharp cut-off around 1000 cm�1. The authors performed
the same experiments with atomic deuterium and obtained essentially the
same spectrum. On this basis they concluded that the broad band did not
involve any vibrations with hydrogen atoms and assigned the observed
feature to delocalized excited electrons in the conduction band.

Bonivardi et al.9,11,46 used deuterium labelling in their studies on the
surface properties of Ga2O3. They observed dissociative adsorption of H2

(D2) on reduced galia and used the O–D region to make conclusions on
the nature of the OD groups formed because the O–H region was noisy.11

They also found two kinds of Ga–H species (observed at 2003 and
1980 cm�1, respectively).46 Upon D2 adsorption the bands were registered
at 1430 and 1420 cm�1, i.e. the isotopic shift factors were 1.4007 and
1.3944, respectively, which confirmed the assignments. Adsorption of
methanol led to formation of methoxide species. In deuterated form the
C–D stretching modes were reported to shift with respect to the corres-
ponding C–H modes by the unusually high factor of 1.37.9

Exchange with deuterium can help in the assignment of peaks in the
carbonate region. For instance, it has been found that bands at 1570 and
1305 cm�1, produced after toluene adsorption on supported nickel
catalysts, are shifted, after treatment with D2 at 473 K, to 1555 and
1393 cm�1, respectively.47 On this basis the bands have been attributed to
CH vibrations.

Due to simplicity in the CH stretching region, CHD2OH is a very con-
venient probe molecule for establishing the bonding geometry of meth-
oxide species produced during dissociative adsorption of methanol.48

The authors reported a pseudo-C3v local symmetry for methoxy groups on
Ru(001) produced after CHD2OH adsorption at 90 K. With coverage in-
crease these species acquired different tilted configurations, depending
on the oxygen precoverage.

Kondo et al.49 studied ethoxide groups formed by dissociative ad-
sorption of ethanol on H–MOR zeolite. It was shown that the ethoxide
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species once formed are not substituted during the subsequent C2D5OH
adsorption. The observation allowed the authors to conclude that the
ethoxide species are stable intermediates in the catalytic ethanol de-
hydration on zeolites.

It was also shown50 that, while no C–D bonds were formed as a result of
interaction between n-heptane and D2 over BEA zeolite, in presence of
platinum H/D exchange rapidly occurred leading to scrambling of the
deuterium distribution in n-heptane and its isomers.

Almeida et al.51 studied photooxidation of cyclohexane and deuterated
cyclohexane on anatase. In particular they noted that the negative peaks
of cyclohexane associated with its oxidation were shifted outside the
carbonate spectral region which allowed easier interpretation of the
spectra.

There are some recent SSITKA studies involving deuterium. However,
they also utilize 13C and will be regarded in section 4.5.

4 13C-labelled compounds

4.1 13CO
By far, the most used isotopologue of CO is 13CO. The use of C18O (see
6.3) is more restricted and 13C18O (see 4.2) have found increasing ap-
plication just recently. In surface characterization labelled CO is utilized
for three main reasons: (i) to establish whether surface species contain or
not a carbon atom, (ii) to check the structure of polycarbonyl species, and
(iii) to control the dipole-dipole interaction between the adsorbed
molecules.

The experimentally obtained 12CO/13CO isotopic shift coincides well
with the theoretical value. However, it has been reported that, due to
mechanical coupling between the M–C and C–O modes, the isotopic shift
slightly increases with the increase in the M–C stretching vibration, re-
spective the adsorption strength.52 The reverse relationship has been
proposed for the CO/C18O isotopic shift.

A classic example of the utilization of 13CO is the assignment of a band
at 2115 cm�1 on reduced ceria. Although the band position is typical of
carbonyls, comparison between the results on CO and 13CO adsorption
demonstrated that it was not associated with carbon but was due to
electronic transiton.53 In contrast, 13CO was used to establish that all
bands observed after CO adsorption on Pt/CeO2 were due to surface
carbonyls and there was no essential contribution of the Ce3þ electronic
transition (see Fig. 4).54 The nature of the carbonyl bands on a Ru/Al2O3

catalyst was proven in a similar way.55

In many cases the number of CO molecules that can be simultaneously
coordinated to one surface site corresponds to the number of coordina-
tive vacancies of the cation and thus CO can be used to test the co-
ordination state of surface sites.56 This is particularly important for
catalysis because the simultaneous coordination of two or more mol-
ecules to one site facilitates the interaction between them. The use of CO
isotopic mixtures is unique for determination of polycarbonyl structures.
Consider first dicarbonyl species. The two CO ligands coordinated to the
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same cation could interact vibrationally which results in a split of the
C–O stretching modes into symmetric and antisymmetric peaks.

Two carbonyl bands changing in concert already indicate existence of
geminal species. However, the dicarbonyl structure can be un-
ambiguously proven only by isotopic labelling. If a COþ 13CO mixture is
adsorbed, the following species should be produced: M(CO)2,
M(CO)(13CO) and M(13CO)2, each of them characterized by two IR bands.
On the basis of the experimentally observed ns and nas

12C–O modes and
according to the approximate force field model one can easily calculate
the modes of the mixed ligand complex, M(CO)(13CO).57 Another im-
portant parameter is the distribution ratio between the different species
(see Table 4). For instance, after adsorption of an 1 : 1 isotopic mixture,
the M(CO)(13CO) species should be the half of all dicarbonyls. Although
the extinction coefficients of CO and 13CO slightly differ,4 the data from
Table 4 can be used for estimation of the expected intensities of the
different bands. By changing the molar ratio of the isotopes, one can
favour the formation of different species.

Fig. 4 FT-IR spectra recorded after carbon monoxide adsorption (0.7 kPa) at r.t. on Pt/
CeO2 followed by evacuation at the same temperature: (a) 12CO and (b) 13CO. Reproduced
from Ref. 54.

Table 4 Fraction (% of total) of dicarbonyl species having different numbers of CO and
13CO ligands depending on the CO : 13CO molar ratio.

CO : 13CO ratio M(CO)2 M(CO)(13CO) M(13CO)2

1 : 1 25% 50% 25%
3 : 1 56.25% 37.5% 6.25%
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Although the use of isotopic mixtures for determination of dicarbonyl
structures seems to be unproblematic, the practical analysis is often
hindered due to the superimposition of various carbonyl bands. To
overcome these obstacles, our team has recently proposed a practical
approach for easy understanding the spectra.58 It is based on comparison
between (i) the average of the spectra of 12CO and 13CO adsorbed alone
(see Fig. 5, spectrum c) and (ii) the spectra registered after adsorption of
isotopic mixtures (Fig. 5, spectrum d). If no polycarbonyls are formed, the
registered and the averaged spectra should practically coincide. All bands
due to polycarbonyls should be with lower intensity in the registered
spectrum (as compared to the ‘‘averaged’’ one) while new bands due to
mixed ligand complexes should appear. This is well seen in the difference
spectra (Fig. 5, spectrum e) where the bands belonging to mixed-ligand
complexes are arrowed.

Using 12CO–13CO isotopic mixtures, a row of dicarbonyl structures have
been proven in the past years. The results are summarized in Table 5. It
was also demonstrated59 that the IR bands at 2192 and 2148 cm�1, ap-
pearing after CO adsorption on Basolite C300 MOF sample, are associ-
ated with individual monocarbonyls and are not due to the ns and nas

modes of dicarbonyls, as suggested earlier.
Let us now consider tricarbonyls. Usually their spectra are complicated

because of the superimposition of too many bands. Indeed, when tri-
carbonyls are formed, other adsorption forms of CO, as physically ad-
sorbed CO and CO polarized by OH groups, are usually encountered.
Some dicarbonyls often co-exist with tricarbonyls. In most cases the tri-
carbonyls have distorted C3v symmetry and, as a result, they display three
IR bands. The mixed ligand species are M(CO)2(13CO) and M(CO)(13CO)2,

2200 2100 2000

e = d-c

d

c = (a+b)/2

b

Wavenumber, cm-1

a

Fig. 5 Simulated FTIR spectra for: (a) M(12CO)2 dicarbonylic species; (b) corresponding
M(13CO)2 species; (c) average of the spectra ‘‘a’’ and ‘‘b’’; (d) spectrum corresponding to
adsorption of a 1 : 1 12COþ 13CO isotopic mixture; and (e) difference between spectra ‘‘d’’
and ‘‘c’’. The bands due to mixed-ligand species are arrowed.
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but in cases of distorted C3v symmetry they also differ because 13CO can
occupy different positions. Consequently, the total number of bands
appearing after adsorption of isotopic mixtures is too large and detailed
analysis is often impossible. Here, the above described comparison with
‘‘averaged’’ spectra could be very useful.

Another useful criterion for proving the tricarbonyl structure is the
intensity of the M(CO)3 bands after adsorption of isotopic mixtures (see
Table 6) resulting from the statistical distribution of the ligands. Thus,
using a 1 : 1 COþ 13CO mixture, the intensity of bands characterizing
M(CO)3 species should be 12.5% of the intensity of the same bands
registered after adsorption of pure CO.

In order to distinguish between the carbon- and nitrogen-containing
oxo-species formed during CO and NO interaction on a MnCe/Al2O3

sample, coadsorption of 13CO and NO was studied.69 It was concluded
that carbonate-like species were dominant on the surface during
COþNO interaction at T Z 373 K. The 13C-labelling also helped in as-
signing bands at 2253 and 2228 cm�1 to isocyanate species. 13CO was
used to confirm the assignment of bands appearing after CO adsorption
on Cu/CeO2 to carbonyls, carbonates and formates.70 The same approach
was used to attribute bands at 2236 and 2168 cm�1 to isocyanates pro-
duced as a result of COþNO interaction in presence of H2 on CeO2, Au/
CeO2 and Au/CeO2–Al2O3.71

Table 5 Spectral performance of surface M(CO)2 and M(CO)(13CO). The calculated fre-
quencies are given in brackets.

Sample Species

M(CO)2 M(CO)(13CO)

Ref.ns, cm�1 nas, cm�1 n(12CO), cm�1 n(13CO), cm�1

CuBEA Cuþ(CO)2 2180 2151 2170 (2169) 2111 (2112) 60
FeOx Fenþ(CO)2 2075.8 2017.6 2060.6 (2049.4) 1987.2 (1982.2) 61
FeOx Fenþ(CO)2 2138.8 2091.7 – (2124.8) 2068.8 (2058.5) 61
CoMOR Coþ(CO)2 2114 2036 2088 (2097) 2008 (2007) 62
NiBEA Niþ(CO)2 2138 2095 2125 (2125) 2062 (2062) 63
Rh–ZSM-5 Rh2þ(CO)2 2176 2142 2164 (2165) 2107 (2106) 64
Rh–ZSM-5 Rh2þ(CO)2NO 2181 2153 2168 (2171) 2116 (2115) 65
Ir–ZSM-5 Irþ(CO)2 2104 2033 2088 (2088) 2002 (2004) 66
Ir–ZSM-5 Ir2þ(CO)2 2172 2128 2157 (2158) 2090 (2093) 66
PtNaMOR Ptþ(CO)2 2135 2101 2123 (2123) 2069 (2065) 67
PtNaMOR Pt3þ(CO)2 2205 2167 2192 (2193) 2130 (2129) 67
Pt/ZSM5 Ptþ(CO)2 2122 2092 2112 (2111) 2052 (2055) 68
Pt/ZSM5 Pt3þ(CO)2 2212 2176 2199 (2199) 2138 (2138) 68
Pt/ZSM5 Pt3þ(CO)2 2196 2155 2184 (2182) masked (2120) 68

Table 6 Fraction (% of total) of tricarbonyl species having different numbers of CO and
13CO ligands depending on the CO : 13CO molar ratio.

CO : 13CO ratio M(CO)3 M(CO)2(13CO) M(CO)(13CO)2 M(13CO)2

1 : 1 12.5% 37.5% 37.5% 12.5%
3 : 1 42.2% 42.2% 14% 1.6%
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4.2 13C18O
Consider now the utilization of 13C18O. The advantage of this probe
molecule is that the 13C–18O modes of the carbonyl species appear at
wavenumbers that are ca. 100 cm�1 lower than for the C–O modes (vs.
ca. 50 cm�1 for 13CO). This ensures a very high resolution of the carbonyl
bands. Here slight deviations from the theoretical (0.9531) and experi-
mental (0.9536) isotopic shift factors are reported for 13C18O/CO substi-
tution and the experimental frequencies are found at wavenumbers
higher with 1–2 cm�1 than those expected theoretically.58

Mori et al.72 used adsorption of CO on a Cu–ZSM-5 sample partly
pre-covered by 13C18O to conclude on the existence of two types of Cuþ

adsorption sites (Fig. 6). Indeed, the sites characterized by n(CO) at
2158 cm�1 (n(13C18O) at 2057 cm�1) were predominantly filled with the
13C18O-precovered samples and the adsorption of CO led mainly to filling
of the second type of sites characterized by a carbonyl band at 2150 cm�1.

Föttinger et al.73 used adsorption of 13C18O to establish the mechanism
of carbonate formation on Pd/Al2O3 catalysts. The authors noted that the
use of this CO isotopologue should allow distinguishing between CO2

formed by CO disproportionation (2 13C18O-13C18O2þ 13C) and CO2

produced via WGS reaction (13C18Oþ 16OH-13C18O16Oþ 1
2H2). The re-

sults obtained allowed rejecting the disproportionation pathway and a
mechanism of carbonate formation with the participation of surface OH
groups was proposed.

Fig. 6 IR spectra in absorption process of CO isotopes on sample CuMFI (a) in the region
of 13C18O and (b) in the region of 12C16O. (1) Firstly 13C18O was adsorbed, (2)–(5) followed
by the adsorption of increasing pressures of 12C16O, where (1)–(4) are in the irreversible
adsorption process and (5) is in the reversible adsorption process. Reproduced from
Ref. 72.
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Isotopic mixtures of CO and 13C18O are very convenient for determin-
ation of polycarbonyl structures, especially in cases when many carbonyl
bands are superimposed.58,74 Carbonyls formed on supported ruthenium
catalysts have provoked a big interest resulting in many controversial
interpretations.63,74 Adsorption of CO on different supported ruthenium
samples results in appearance of three main bands: the so-called HF1

(2156–2130 cm�1), HF2 (2090–2055) and LF (2060–1980 cm�1). The HF1

and HF2 bands have been assigned to di- or tricarbonyls. The latter
species are converted during evacuation at elevated temperatures into
species characterized by HF2 and LF bands and have often been assigned
to dicarbonyls. Recently, based on the use of CO–13C18O isotopic mix-
tures, it has been demonstrated that facial tricarbonyl species (bands at
2130 and 2100–2030 cm�1) are converted into another kind of tricarbo-
nyls with meridional structure (bands at 2070 and 1991 cm�1).74 Tri- and
tetracarbonyl species on reduced iron sites in Fe–ZSM-5 and Fe–BEA
zeolites have been identified using CO isotopic mixtures.75 It has been
demonstrated that the use of the conventional CO–13CO mixtures was not
utile because of superimposition. However, the better resolution of the
bands registered after coadsorption of CO and 13C18O allowed detailed
analysis of the spectra. The use of CO–13C18O isotopic mixtures has re-
cently helped also in the precise identification of the bands due to di- and
tricarbonyls with different numbers of CO and 13C18O ligands in several
cases: with Niþ sites in Ni–MOR76 and with Cuþ sites in Cu–ZSM-577 and
in Cu–MCM-41.78

CO isotopic mixtures are often applied to measure the dynamic and
static components of the shift of the carbonyl band maxima with cover-
age increase. Briefly, in order dynamic interaction to occur, the dipolar
molecules should vibrate with the same frequency. Therefore, the dy-
namic interaction is suppressed when a CO molecule is surrounded by its
isotopologues. Thus, the dynamic shift is simply the difference between
n(12CO) in two cases: (i) when pure CO was adsorbed and (ii) after ad-
sorption of isotopic mixtures containing a small percentage of 12CO.
Zecchina et al.79 used a CO–13CO–13C18O (5 % 13C18O) isotopic mixture to
separate dynamic and static effects for the carbonyl bands registered
on titania P25 nanocrystals (85% anataseþ 15% rutile). They found
Dndyn = þ 3 cm�1 and Dnst =�15 cm�1 for the band at 2179 cm�1 and
Dndyn = þ 2 cm�1 and Dnst =�8 cm�1 for the band at 2169 cm�1. For a
rutile TiO2 sample the dynamic shift was estimated by the analysis of the
13CO band arising from the natural 13C abundance:80 Dndyn = þ 2 cm�1

and Dnst =�15 cm�1 for the band at 2181 cm�1 and Dndyn = þ 2 cm�1 and
Dnst =�5 cm�1 for the band at 2149 cm�1.

When CO is adsorbed on metal surfaces intensity transfer phenomena
occur.81–83 The bands located at higher wavenumber gain intensity at
the expense of lower-frequency bands. The phenomenon is favoured by
(i) higher density of the CO adsorption layer and (ii) lower difference
between the maxima of the bands involved in the process. Therefore,
intensity transfer from 13C18O to CO bands should be much smaller than
transfer from 13CO to CO bands. This has recently been demonstrated for
different systems. Borovkov et al.,83 studying CO adsorption on a Pt/Al2O3
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sample, noted that the strong intensity transfer did not allow accurate
determination of the position of the 13CO band. However, these
difficulties were avoided by the use of CO–13C18O mixture. Based on the
results the authors established that the dynamic interaction between the
adsorbed CO molecules was smaller for a PtCu/Al2O3 sample as com-
pared to Pt/Al2O3 and concluded that platinum sites are diluted by copper
as a result of formation of alloys. Similar effects for the intensity transfer
were reported with a reduced Au/SiO2 sample.81 A Aud�–CO band at
2075 cm�1 was detected after CO adsorption at high coverage. The same
band was also registered after adsorption of a 1 : 1 CO–13CO mixture, but
the respective Aud�–13CO band was not resolved. The latter appeared in
the spectra with negligible intensity only at low CO coverages. However,
even at high coverage, a Aud�–13C18O band was clearly detected when a
CO–13C18O mixture was utilized. Therefore, the risk of not detecting key
bands due to intensity loss is much smaller when using CO–13C18O
isotopic mixtures.

Boccuzzi et al.84 used CO–13CO isotopic mixtures to study several
supported gold catalysts. They observed dynamic interaction and inten-
sity transfer with Au/TiO2 and Au/ZrO2 samples and concluded that the
gold CO adsorption sites were mutually interacting. On the contrary,
these phenomena were not observed with a Au/CeO2 sample which
allowed the authors to state that the CO adsorption sites were isolated.

It should be underlined that CO–13C18O mixtures are unique for some
applications. Thus, it has been shown that the following scrambling re-
action occurred when CO and 13C18O were contacted with AgX zeolite:85

COþ 13C18O-13COþC18O (5)

This is demonstrated in Fig. 7. Adsorption of a CO–13C18O mixture
resulted in appearance of two Agþ–CO bands at 2176 and 2165 cm�1 and
the respective Agþ–13C18O complexes at 2075 and 2065 cm�1. With time,
new bands at 2126 and 2116 cm�1 emerged and developed thus
evidencing formation of Agþ–13CO and Agþ–C18O. Note that if a CO–13CO
mixture is adsorbed the scrambling should also occur but cannot be
monitored because the reactants and the reaction products are identical.

4.3 13CO2
13CO2 is usually used to establish the structure of surface carbonate-like
species. FTIR experiments on CO2 and 13CO2 adsorption on CeO2 were
combined with DFT calculations in order to precisely assign the bands
appearing in the carbonate-carboxylate region.30 It was found that the
isotopic shift factors of the highest-frequency bands (around 1600 cm�1)
are about 1.025, slightly higher than the theoretical value (1.0228). The
isotopic shift of the middle bands (1500–1200 cm�1) was very close to the
theoretical expectations based on diatomic harmonic oscillator. In
agreement with the DFT calculated isotopic shifts, the bands below
1100 cm�1 were hardly affected by the isotopic substitution.

Mul et al.86 studied the photocatalytic conversion of CO2 and H2O over
Cu/TiO2. The main product of the reaction carried out with 13CO2 was
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12CO. It was concluded that the reaction proceeded primary with surface
carbon residues. Carbonate structures were also detected and the as-
signment of the respective bands confirmed by comparison of 12C- and
13C-species.

4.4 Other 13C-labelled molecules
A band at 2342 cm�1 was registered in the IR spectra of ZnO prepared via
acetate precursor. The band was assigned to occluded CO2 and the use of
13CO-labelled acetate revealed that CO2 originated from the precursor.87

Baiker et al.88,89 used benzyl alcohol labeled with 13C at the methylene
group to study its liquid-phase oxidation on Pd/Al2O3. The authors ex-
pected that dehydrogenation and decarbonylation of labelled benzalde-
hyde should produce 13CO. No such product was registered with a
catalyst preliminary blocked by CO, i.e. only part of the Pd sites were
catalytically active.

An interesting study with a double-labelled compound, D13CN, was
performed by Yates et al.90 It was demonstrated that in this way the
dissociative and non-dissociative HCN adsorption forms could be easily

Fig. 7 FTIR spectra of a 1 : 1 CO–13C18O isotopic mixture (500 Pa) adsorbed at 298 K on
the activated AgX sample. Spectra registered after 2 (a), 12 (b), 32 (c), 62 (d), 122 (e) and 152
(f) min. Spectrum g corresponds to a CO–13C18O isotopic mixture (500 Pa) adsorbed at
298 K (2 min of contact) on a sample reduced by CO at 523 K. The spectra are background
and gas-phase corrected. Reproduced from Ref. 85.
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distinguished. Thus, a sharp band at 3300 cm�1 and a broad band in the
3300–2800 cm�1 region (registered after HCN adsorption on alumina)
were shifted by ca. 700 cm�1 after D13CN adsorption and assigned to C–H
modes. Another band, at 2097 cm�1, was isotopically shifted to
1911 cm�1 (i = 1.097). The band was assigned to the C–N stretching
modes of molecularly adsorbed HCN and the high shift was attributed to
the contribution of deuterium isotope effect. In contrast, bands at 2179
and 2100 cm�1 were shifted by factors of 1.023 and 1.019, respectively,
and assigned to C–N modes, Moreover, the authors claimed that Al–CN
species (2179 cm�1) were more affected by isotopic substitution than the
Al–NC species (2100 cm�1).

4.5 SSITKA and related experiments
13CO is widely used to study the mechanism of catalytic reactions.
Chuang and Guzman91 and Meunier92 reviewed recently the use of
transient infrared methods to determine the role of infrared observable
species in the mechanisms of the NOþCO reaction, heterogeneous
ethylene hydroformylation, water gas shift (WGS) and reverse WGS
reactions.

Naito et al.93 determined as inappropriate the possibility of partici-
pation of surface carbon species (produced by CO dissociation) in the
hydrogenation of CO. In these experiments, 13C was first accumulated on
the surface via 13CO disproportionation and then the COþH2 reaction
was conducted. Reappearance of adsorbed 13CO was observed but only
12CH4 was detected in the reaction products, indicating that accumulated
surface carbon was inactive for methane formation.

Different mechanisms of the WGS reaction were advocated on the basis
of isotopic labelling. Kalamaras et al.94 followed the reaction products on
Pt/CeO2 by DRIFT spectroscopy when switching the feed from
12COþH2O to 13COþH2O. They observed red shift for the bands char-
acterizing formate, carbonate, or carboxylate adsorbed species and con-
cluded that one of them should be reaction intermediate. Similar
experiments, again with Pt/CeO2, were performed in the presence of H2 in
the feed.95 The authors concluded that formates were reaction inter-
mediates because they had a similar dynamic response with the CO2

reaction product. It was also found that when the n(CO) band for CO
adsorbed on Pt was completely exchanged the CO2 bands achieved only
50% of exchange. This result impeached the earlier proposed mechanism
involving direct reaction of Pt–CO with O adatoms on ceria to produce
gas phase CO2. Based again on the use of 13CO, it was concluded that the
formates are only minor intermediates.96

Yang et al.97,99 used 13CO2 and D2 to support the bands’ assignment for
bidentate formates observed as major species during methanol synthesis
from CO2 and H2 over Cu/SiO2 catalysts. Bands at 1580 and 1330 cm�1

were sensitive to both, 13CO2/CO2 and D/H substitutions and were
assigned to nas(HCOO�) and ns(HCOO�) modes, respectively, of formate
species. In contrast, a band at 1365 cm�1 was affected only by D/H
exchange and consequently attributed to d(C–H) modes of the same
formates. Features at 2145 and 2160 cm�1 were associated with D-13COO
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and D-12COO.99 The isotopic response in the methanol product was
substantially slower than that in the formates, indicating the possibility
formates to be not rate-limiting intermediates. However, because 12C-
formate species were observed before and after addition of 13CO to the
CO2þD2 reaction mixture, it was concluded that formates are spectator
species in the synthesis of methanol.98

Similar conclusions were drawn for the formates and carbonates present
on the surface of Au/TiO2 during the WGS reaction.100,101 The bands cor-
responding to these spectator species remained essentially unchanged for
more than 120 s after switch from CO to 13CO. On the contrary, the
band due to CO adsorbed on gold sites completely shifted within 2 s and
the Au–CO species were considered as active intermediates.

Different groups have studies the reverse WGS reaction over Pt/CeO2

by DRIFTS.102–105 It was demonstrated, by switching from 12CO2þH2 to
13CO2þH2 feed, that the CO product, surface carbonates and Pt-CO spe-
cies were exchanged significantly faster than formates and consequently
Pt-CO and carbonates were proposed as reaction intermediates.103,105

However, the same effect was found in the absence of H2 in the feed, i.e.
when no catalytic reaction proceeded.104 Therefore, one cannot conclu-
sively state that Pt–CO and carbonates are reaction intermediates. More-
over, surface formates were found to exchange rapidly during wet
conditions (as rapidly as Pt–CO and carbonates) which indicated that
formates cannot be classified as spectator species in presence of water.

13CH3OH was used in operando studies on methanol (photo)oxidation
of different catalysts.106,107 Similar isotopic exchange rates were estab-
lished for CO2 and surface formates in the CH3OH oxidation on Au/CeO2

and it was concluded that formates were intermediate species and their
decomposition was the rate determining step.106 In contrast, the ex-
change rate of fomates during CH3OH photooxidation on TiO2 was much
slower as compared to this one of CO2.107 The results indicated that the
majority of the formates on TiO2 were spectators and only a part of them
could have been involved in the reaction.

The identification of transient surface intermediates in hydro-
formylation reaction, COþC2H4þH2, over Rh/Al2O3 was spectrally sup-
ported by using 13CO.108 An isotopic shift factor of 1.024 was established
for the 12C-bands at 1675 and 1737 cm�1, attributed to propionyl inter-
mediate and propionaldehyde, respectively.

5 15N-labelled compounds

5.1 15N2

Dinitrogen is a convenient probe molecule for measuring surface acidity.
However, the 14N–14N modes appear in the region where CO2 absorbs.
Thus, small changes in the atmospheric CO2 concentration could
strongly affect the quality of the spectra. Consequently, in many cases the
use of 15N2 as a probe is determined by the fact that the 15N–15N
stretching modes appear outside the CO2 region.19–21

Recently, 14N2–15N2 isotopic mixtures with different molar ratios were
used to establish the formation of geminal dinitrogen species.109
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Adsorption of 14N2 at 100 K on CO-reduced Ni–ZSM-5 resulted in for-
mation of two bands, at 2287 and 2270 cm�1, attributed to Niþ(N2)2

species. The geminal structure was proven by 14N2–15N2 coadsorption
experiments: two Niþ(14N2)(15N2) bands were registered at 2277 and
2201 cm�1, in excellent agreement with the calculations based on the
approximate force field model. Presently, this is the first example of
geminal dinitrogen adsorption complex proven by isotopically labelled
molecules.

5.2 NO isotopologues
The most used NO isotopologue is 14NO. 15N18O could provide additional
information but its use is restricted because of the difficulties in delivery.

Szanyi et al.110 have compared the spectra of 14NO and 15NO adsorbed
on a Cu–SSZ-13 zeolite in order to distinguish between N–O and N–N
vibrations. As seen from Fig. 8, all NO bands registered below 2200 cm�1

are shifted after 15NO adsorption by a factor of 1.018, consistent with the
expected one for N–O vibrations. However, a band at 2249 cm�1 is shifted
by a factor of 1.0331 which allows assignment of the band to N–N modes
of adsorbed N2O.

Adsorption of NO on Cu supported on dealuminated Y zeolite resulted
in appearance of bands at 1638 and 1616 cm�1. These bands were shifted
to 1603 and 1582 cm�1 when 15NO was adsorbed.111 The shift coincided
well with the calculated one for the NO2 molecule and it was concluded
the bands under consideration characterized NO2 or NO3

� species.
Thielemann et al.112 have studied NO adsorption and NOþO2 coadsorp-
tion on MoOx/SBA-15 and performed parallel experiments with 15NO. The
authors detected (i) dinitrosyl species (14NO bands at 1806 and 1702 cm�1

and 15NO bands at 1779 and 1682 cm�1) and surface nitrates (14NO bands
at 1618 and 1573 cm�1 and 15NO bands at 1585 and 1534 cm�1). They used
the isotopic shift factor to support the proposed assignments.

Interaction of 15NO with NO2-precovered titania surface resulted in
isotopic exchange of all N-containing surface species (NOþ, N2O3 and
nitrates).113 Because dimmeric structures were necessary for the process,
formation of [ONONO2] species was postulated to explain the isotopic
exchange for nitrates.

In many cases 14NO–15NO mixtures are used to prove or reject the
presence of dinitrosyl structures. Mihaylov et al.114 established two kinds
of dinitrosyl species on a Cr–ZSM-5 sample. The first kind, Cr3þ(NO)2,
were characterized by ns at 1910 cm�1 and nas at 1872 cm�1. Mixed ligand
complexes, Cr3þ(NO)(15NO), were obtained after coadsorption of NO and
15NO and displayed bands at 1891 and 1760 cm�1, in agreement with
calculated values. The bands of the second kind of dinitrosyls, Cr2þ(NO)2,
were registered at 1902 an 1768 cm�1 and the mixed ligand species
manifested bands at 1891 and 1749 cm�1.

Very recently, a new kind of dinitrosyl copper species were reported.115

After low temperature NO adsorption on Cu–ZSM-5 bands at 1915, 1863
and 1853 cm�1 were registered. The bands at 1863 and 1853 cm�1 were
attributed to the nas modes of two kinds of Cu3þ(NO)2 species, respect-
ively, the symmetric modes for both complexes being at 1915 cm�1. The
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Fig. 8 Series of selected IR spectra obtained after exposure of annealed Cu–SSZ-13
samples to 14NO (a) and 15NO (b) at 300 K. The samples were annealed in vacuum at 773 K
for 2 h prior to IR measurements. Reproduced from Ref. 110.
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assignment was proven by 14NO–15NO coadsorption experiments: the
frequencies for the mixed ligand species, Cu3þ(14NO)(15NO), were de-
tected at 1903, 1902, 1841 and 1831 cm�1, in good agreement with cal-
culated values.

On the contrary, King et al.116 have used NO–15NO isotopic mixtures to
establish that only mononitrosyls and no dinitrosyl species were formed
after NO adsorption at 95 K on pure and oxygen precovered Ir[100]
surface.

5.3 Other 15N-containing molecules
The photodecomposition of aminoacids on TiO2 and Au/TiO2 has been
studied by ATR-IR.117 The use of 15N-labelled acids helped the authors to
assign bands at 2133 and 2119 cm�1 to cyanide species. A detailed study
of different 15N-labelled species produced after adsorption of (NH2)2CO
and (15NH2)2CO on NaY zeolites was published by Li et al.118 These
authors reported that HNCO (2276 cm�1) and NCO� (2169 cm�1) species
were produced after interaction between adsorbed urea and NO2. The
assignment was supported by the isotopic shift of the bands by factors of
1.007–1.008, similar to those observed for gaseous HNCO.

5.4 SSITKA and related studies
Burch et al.119 have performed operando IR spectroscopic study on the
mechanism of selective catalytic reduction of NOx over a Ag/Al2O3 cata-
lyst. The explored gas feed contained NO, O2, n-C8H18, H2O and H2. The
spectra registered were very complicated because of the formation of
different surface carbon- and nitrogen-containing species. To distinguish
between the different bands the authors used replacement of NO in the
feed by 15N18O. As a result, several bands changed in shape and position.
A band at 2145 cm�1, shifted to 2112 cm�1, was assigned to cyanides
adsorbed on silver sites. The experimental isotopic shift factor (1.0156)
coincided very well with the theoretical one for C15N/CN substitution
(1.0157). A band at 2232 cm�1 was shifted to 2223 cm�1 and attributed to
isocyanates. Another band at 1305 cm�1 was shifted to 1272 cm�1 and
assigned to nitrate species. Surprisingly, the authors observed very low
isotopic exchange degree for the isocyanates that are believed to be SCR
intermediates. However, performing the experiments with surface con-
taining few isocyanates, the authors were able to isolate fast-reacting
NCO� species. The temporal response of these species to a 15N18O/14NO
switch corresponded to that obtained for dinitrogen formation.

Costa and Efstathiou120 have studied the species formed during the
NOþO2þH2 reaction over supported Pt as well as the exchange of 14N-
species formed after switching the gas flow to a mixture containing 15NO.
The authors established that only two bands were affected by the isotopic
substitution (NOþ, 2220 cm�1, and bidentate nitrates, 1580 cm�1) and
concluded these species were possible reaction intermediates.

6 18O-labelled compounds

Oxygen has three stable isotopes: 16O, 17O and 18O. In practice, 18O-
labelled compounds are used in the vibrational spectroscopy of surfaces
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because the isotopic shift is more significant compared to 17O and be-
cause 18O-labelled substances are less expensive. Two main approaches
are used in these studies: (i) investigation of 18O-labelled solids and (ii)
studies on the adsorption of 18O-containing substances.

6.1 Solids labeled by 18O
Grassian et al.5 used titania with Ti18OH surface hydroxyls (produced by
treatment with H2

18O, see Fig. 1) to investigate the mechanism of SO2

adsorption. The isotopic labelling led to two important conclusions: (i)
water formation during the process did not involve surface oxygen from
the OH groups because the d(H2O) band at 1620 cm�1 was essentially the
same as that observed with unlabelled titania (Fig. 9) and (ii) labelled
oxygen went into the sulfur containing surface products, as evidenced
by the different wavenumbers of the SOx bands on unlabelled and 18O-
labelled samples. On the basis of these results, as well as results with
deuterated sample, the authors proposed a scheme of SO2 interaction
with TiO2 producing surface sulfites and water. In analogous way it was
concluded that oxygen from the hydroxyl groups on Fe2O3 and Al2O3

participates in the formation of hydrogencarbonates when the samples
interacted with CO.121 A detailed interpretation of the IR bands of HCO3

�

species containing different numbers of 18O atoms was also proposed.
A similar approach was used to determine the products of cyanogen

chloride (ClCN) decomposition on g-Al2O3 surface.122 Adsorption of ClCN
at 250 K on Al2O3 with 18OH groups showed a substantial red shift in the
nas(NCO) band of isocyanates (�25 cm�1) with respect to the band
registered with non-labelled sample (2245 cm�1). This demonstrated that
surface hydroxyl groups of g-Al2O3 were involved in the ClCN de-
composition and indicated that Ti–NCO species were reaction
intermediates.

Fig. 9 Transmission FTIR spectra for TiO2 in the presence of gas phase SO2 at a pressure
of 100 mTorr for (a) SO2 adsorbed on TiO2, (b) SO2 adsorbed on deuterated-TiO2, and
(c) SO2 adsorbed on 18O-labeled TiO2. Gas-phase absorptions have been subtracted from
the spectra. Reproduced from Ref. 5.
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Note that in the above cases the isotopic exchange could have also led
to surface 18O-species that were not involved in the formation of OH
groups (e.g. lattice O2�). Indeed, it has been demonstrated that dis-
sociative adsorption of ammonia on TiO2 produced OH groups vibrating
at 3569 cm�1.123 These groups were observed at 3559 cm�1 with a sample,
preliminary treated with H2

18O. The results confirmed that the 3569 cm�1

band was due to OH and not to NH stretching modes and indicated the
presence of coordinatively unsaturated 18O2� ions on the labelled
sample.

Mul et al.124 have studied the photocatalytic oxidation of cyclohexane
over TiO2. The catalyst surface was preliminary enriched to different
extents with 18O and the oxidation was carried either by 16O2 or by 18O2.
Although using 18O2 feed, the authors detected only 16O-containing
products (cyclohexanone, carboxylates) with non-labelled surface. How-
ever, when the photocatalytic reaction was preceded by isotopic exchange
of the solid, 18O-labelled cyclohexanone was also observed. In particular,
the C¼O bands for cyclohexanone (1690 and 1679 cm�1) were shifted to
1657 and 1642 cm�1, respectively, for the 18O-containing product, in good
agreement with the theoretical expectations. In addition, the authors
have detected carboxylate species by bands at 1520 and 1414 cm�1. Some
18O-labeled carboxylates were evidenced by bands at 1510 and 1494 cm�1.
Because of the small shift, the latter were assigned to C16O18O� species. It
was concluded that oxygen in cyclohexanone (as well as in the spectator
species as carboxylates), originated from the catalyst surface.

6.2 18O2

Adsorption of dioxygen could be dissocitaive and non-dissociative. In the
latter case the oxygen–oxygen bond is preserved and the n(O–O) position
depends on the O–O bond order. Possible products are O2 (ca. 1550 cm�l),
O2
� (ca. 1140 cm�1) and O2

2� (ca. 850 cm�l). In all these cases the theo-
retical isotopic shift factor for 16O/18O exchange is 1.0608 and partial
exchange should result in 16O–18O containing products. When oxygen
dissociates, IR and Raman active are the M–O bonds. In particular, the
double M¼O bond appears in the 1050–950 cm�1 region and is also often
monitored in the overtone region. In these cases the isotopic shift de-
pends on the metal nature (e.g. i = 1.45 for the Cr–O bond) and no
intermediate bands should be produced after partial exchange.

Treatment of a SrF2/La2O3 catalyst in oxygen flow at temperatures up to
973 K led to the appearance of an IR band at 1130 cm�1.125 Subsequent
introduction of 18O2 to the system caused emergence of two new bands,
at 1095 and 1064 cm�1, at the expense of the band at 1130 cm�1. On this
basis the 1130 cm�1 band was assigned to the O–O stretching modes of
superoxide (O2

�) species and the bands at 1095 and 1064 cm�1, to the
respective O–18O and 18O–18O modes. In addition, Raman spectra indi-
cated that lattice oxygen was also involved in the 18O/16O isotopic ex-
change. A main peak at 407 cm�1 was detected with the non-labelled
sample and shifted to 387 cm�1 upon isotopic exchange with 18O2.
Consequently, the 407 cm�1 band was assigned to La–16O modes (the
theoretical value for the La–18O stretching mode being 383 cm�1).
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An IR band at 1550 cm�1 was detected after O2 adsorption on TiO2.126

The band shifted to 1463 cm�1 when 18O2 was utilized (i = 1.0594) and it
was concluded that oxygen was adsorbed molecularly. Using the same
approach it was established that oxygen is molecularly adsorbed on the
acidic hydroxyls of Cu/H-ZSM-5:127 the 16O2 band was registered at
1549 cm�1 and the band appearing after 18O2 adsorption, at 1481 cm�1

(see Fig. 10).
Based on 18O/16O isotope substitution experiments, the vibrational

modes of oxygen adsorbed on CeO2 were assigned as follows:128 a band at
1551 cm�1 (obtained after O2 adsorption at 93 K) was attributed to phy-
sisorbed O2; bands in the 1135–1127 and 877–831 cm�1 regions were
attributed to the O–O stretching modes of superoxide, O2

�, and peroxide,
O2

2�, species, respectively. A band at 357 cm�1 was assigned to the cer-
ium-oxygen vibration of the adsorbed O2

�, whereas bands at 538 and
340 cm�1 were attributed to the antisymmetric and symmetric Ce–O
vibrations of the adsorbed Z2 peroxo species. Similar conclusions were
made as a result of a Raman study of 16O2 and 18O2 adsorption on
CeO2.129 The authors assigned a band at 1140 cm�1 to superoxide, and
bands at 862 and 830 cm�1, to peroxide species. In addition, two mech-
anisms of exchange between superoxide and gas phase 18O2 were pro-
posed: exchange without O–O bond breaking, producing adsorbed 18O2

�

species, and exchange with O–O bond breaking, leading to adsorbed
16O18O�. The peroxide species were exchanged with gas phase 18O2 at
room temperature but at a much slower rate than superoxide species did.

Woertink et al.130 compared the Raman spectra of a Cu-ZSM-5 catalyst
activated in flows of 16O2 and 18O2. Three isotope sensitive bands were
found in the 900–200 cm�1 region: 16O/18O at 237/234, 456/448 and
870/830 cm�1. No split was observed when isotopic mixture was used in
the experiments which rejected any assignment to O–O vibrations.

Fig. 10 16O2 (solid line) and 18O2 (dotted line) IR absorption bands after adsorption of
200 mbar equilibrium pressure of oxygen on Cu/HZSM5 at 80 K. Reproduced from
Ref. 127.
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The authors concluded on the existence of [Cu2O]2� core species with
d(Cu–O–Cu) at 237 cm�1 and ns and nas Cu–O stretches at 456 and
870 cm�1, respectively. The assignments were supported by analysis of
overtone and combination bands as well as by DFT calculations.

Isotopic exchange with 18O2 was used to establish whether mono-oxo
(Mo¼O) or di-oxo [Mo(¼O)2] structures exist on supported molyb-
denum.12,131–133 For Mo/TiO2 only a discrete shift of a Raman band at 994
to 944 cm�1 was observed (coinciding with the theoretical expectations of
i = 1.0513) which allowed concluding that the supported species were
monooxo ones (Fig. 11).12,131,132 The slight red shift of the Mo¼16O band
in the course of 18O-enrichment of the surface was attributed to exchange
of other oxygens in the molybdenum first coordination sphere by 18O.
Similar results were obtained more recently for Mo/Al2O3 and Mo/
ZrO2.133 By analogous approach the existence of monooxo V¼O struc-
tures on VOx/CeO2 catalysts was proven.134 Under hydration with H2

18O,
the two existing V¼16O Raman modes (at 1015 and 1033 cm�1) decreased
in intensity while two new V¼18O modes (975 and 990 cm�1) developed.
The observed isotopic shifts coincided with the expected one for V¼O

Fig. 11 (A) In situ Raman spectra obtained for the 3MoTi (with 1.8 Mo per nm2) sample at
450 1C: (a) under flowing 16O2 and (b) under flowing 2% 18O2/He after 35 reduction (4.5%
H2/N2)/oxidation (2% 18O2/He) cycles. (B) In situ Raman spectra obtained for the 15MoTi
(with 5.9 Mo per nm2) sample at 450 1C: (a) under flowing 16O2; (b) under flowing 2%
18O2/He after 30 reduction (4.5% H2/N2)/oxidation (2% 18O2/He) cycles. The contribution
of TiO2 (anatase) is subtracted from the original spectra. Recording parameters: laser
wavelength, l0 = 488.0 nm; laser power, w = 40 mW; spectral slit width, ssw = 3.5 cm�1.
Reproduced from Ref. 131.
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diatomic oscillator (i = 1.045). Noticeably, during re-oxidation of reduced
VOx/CeO2 sample using 18O2 the majority of oxidized VOx species re-
mained rich in 16O. It was concluded that two sequential processes oc-
curred: first, 18O2 re-oxidizes reduced ceria; second, the ceria lattice
oxygen (mostly still as 16O) oxidizes the reduced VOx species.

Zhang and He135 studied the selective catalytic oxidation of ammonia
over a Ag/Al2O3 catalyst. They found that interaction of oxygen with
preadsorbed NH3 resulted in the appearance of two bands, at 1529 and
1456 cm�1, changing in concert. The bands were attributed to the N–O
stretching and N–H bending modes, respectively, of –HNO species. The
assignment was supported by utilizing 18O2: in this case the 1529 cm�1

band was detected at 1490 cm�1, in agreement with the expected shift.
Fukuoka et al.136 have used 18O2 and D2

18O to study the preferential
oxidation (in presence of H2) of CO on Pt/SiO2. It was established that
neither gas-phase 18O2 nor D2

18O reacted with CO over Pt nanoparticles
supported on FSM-16. The surface silanol groups were proposed to act as
the source of oxygen in the CO oxidation.

Another example of using 18O-isotope labelling is to obtain mech-
anistic insights into oxidative conversions of organics adsorbed on Au/
TiO2 catalyst.137 It was found that acetic acid can be partly oxidized on
Au/TiO2 forming a gold ketenylidene (Au2¼C¼C¼O) intermediate (nCO
at 2040 cm�1). The absence of isotopic shift of the carbonyl band when
18O2 was used as oxidant indicated that the O moiety in the Au2CCO
intermediate originated from the acetic acid, but not from the gas phase.

6.3 Other 18O-labelled compounds
Ozkan and co-workers138 have used H2

18O to study the ethanol steam
reforming over zirconia- and ceria-supported cobalt catalysts. They found
no indication of the formation of CH3C18OCH3 which suggested that
acetone was produced through the aldol condensation of two acetalde-
hyde molecules formed from dehydrogenation of ethanol without par-
ticipation of a H2

18O molecule.
Daturi et al.139 investigated coadsorption of C18OþNO on Ag/Al2O3

catalysts and established production of C16O indicating scrambling re-
action of C18O with surface oxygen atoms or with oxygen atoms from NO
molecules. Adsorption of C18O on reduced catalysts followed by NO ad-
mission at temperature where isocyanate species are stable resulted in
formation of NC18O and NC16O species that were indicated by bands of
comparable intensity in the spectrum (ca. 2230 and 2220 cm�1). The re-
sults confirmed the authors’ hypothesis that dissociation of both CO and
NO is necessary for formation of isocyanate species in contrast to previ-
ously proposed reaction of gas molecule CO with surface Nads. to form
surface NCO� species. The authors proposed a mechanism of the inter-
action between CO and NO including initial dissociation of both
molecules.

6.4 SSITKA and related studies
In several recent works 18O2 was used to obtain information on the
mechanism of CO oxidation. Wu et al.140 found that the initial products
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of the COþ 18O2 reaction on different CeO2 nanocrystals were C16O2 and
non-labelled bidentate, bridged and unidentate carbonates. In the course
of reaction, C16O18O started to appear and only the unidentate carbonate
species were slowly exchanged with 18O. The observed isotopic shifts
were: 1446 to 1433 cm�1, 1275 to 1268 cm�1, 1040 to 1022 cm�1, and 852
to 847 cm�1. The results evidence that, even in the presence of gaseous
18O2, CO reacts preferably with lattice oxygen of ceria.

Li et al.141 studied reaction pathways of CO oxidation over Au/FePO4

catalyst. Interaction of CO with a sample preliminary treated with 18O2

at 473 K led only to two adsorbed C16O2 species (bands at 2360 and
2340 cm�1), i.e. the active oxygen on the catalyst surface resisted
oxygen isotopic exchange. Again C16O2 was produced when the oxidation
of CO was performed with 18O2. In the course of reaction C16O18O
(2340 and 2325 cm�1) was also detected. The latter product developed in
parallel with Au0-CO species (2114 cm�1) and it was concluded that
metallic gold was necessary for CO oxidation by gaseous oxygen. Further
support of this hypothesis was obtained from experiments with hydro-
gen-reduced catalysts. With this pretreatment C16O2 and C16O18O ap-
peared simultaneously from the COþ 18O2 reaction beginning. Small
amount of C18O2 was also detected and explained by isotopic scrambling
between CO and 18O2. It was concluded that two parallel reaction path-
ways takes place in the CO oxidation at ambient temperature: active
oxygen being supplied by (i) the solid or (ii) the gaseous phase, respect-
ively. When analogous experiments were carried out with Au/LaPO4

catalyst142 some differences were noticed. Interaction of CO with a
sample preliminary treated with 18O2 led to formation of adsorbed C16O2

and some amount of C16O18O, i.e. active 18O-species were present on the
catalyst surface. In agreement with this, the COþ 18O2 interaction on
16O2 pretreated sample resulted again in production of C16O2 and some
amount of C16O18O.

It was also reported that when a fresh Au/TiO2 catalyst was
exposed to a CO stream, a band at 1242 cm�1 grew in the IR spectrum.143

This band disappeared quickly when the stream was switched to
O2. At the same time, production of CO2 was observed. If the experi-
ments were carried out with 18O2, the 1242 cm�1 band was shifted to
1236 cm�1. The 1242 cm�1 band was assigned to a surface hydroxy-
carbonyl species that accumulate on the surface in the presence of
CO and absence of oxygen. The suggested mechanism of CO oxidation
includes rapid interaction of intermediate hydroxycarbonyls by O2 to
bicarbonate species which decompose to CO2 and regenerate the surface
hydroxyls.

Engeldinger et al.144 studied the oxidative carbonylation of methanol
over a CuY zeolite. When a CH3OHþ 16O2 containing gas feed was swit-
ched to CH3OHþ 18O2 one, only a formate band at around 1590 cm�1

shifted to lower wavenumbers while the band at 1643 cm�1 assigned to
adsorbed monomethyl carbonate remained unchanged. The experiments
revealed that gaseous oxygen is involved in the production of methyl
formate and CO2 but to an essentially lower extent in the formation of
dimethoxymethane.
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7 Conclusions and perspectives

The power of vibrational spectroscopy for characterization of solid sur-
faces and studying the mechanism of surface reactions is strongly en-
hanced by the use of isotopic labelling. In this way one can
unambiguously prove the nature of atoms in a chemical bond corres-
ponding to a given vibration. The technique allows valuable information
of the structure of surface species to be obtained. It is also possible to
trace the origin of atoms in surface reaction products and to obtain in-
formation on the mechanism of catalytic reactions. Although some
general rules on how to use isotopically labelled molecules are generally
accepted, each particular case is a challenge to the researcher how to
obtain as much useful information as possible. New and interesting
approaches are published each year and are often based on previous
achievements. We hope that this review will help in the appropriate ex-
periment planning. The authors believe that many presently available
assignments of surface species need revision and this can be made by the
use of isotopically labelled molecules combined with precise calcula-
tions, including DFT modelling.
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18 B. Gil, G. Košova and J. Cejka, Microporous Mesoporous Mater., 2010, 129,
256–266.

19 K. Chakarova and K. Hadjiivanov, J. Phys. Chem. C, 2011, 115, 4806–4817.
20 K. Chakarova and K. Hadjiivanov, Chem. Commun., 2011, 47, 1878–1880.
21 K. Chakarova and K. Hadjiivanov, Microporous Mesoporous Mater., 2013,

177, 59–65.
22 K. Hadjiivanov, K. Chakarova, N. Drenchev and M. Mihaylov, Curr. Phys.

Chem., 2012, 2, 151–161.
23 D. Scarano, S. Bordiga, C. Lamberti, G. Ricchiardi, S. Bertarione and G.

Spoto, Appl. Catal. A, 2006, 307, 3–12.
24 J. A. Boscoboinik, X. Yu, E. Emmez, B. Yang, S. Shaikhutdinov, F. D. Fischer,

J. Sauer and H.-J. Freund, J. Phys. Chem. C, 2013, 117, 13547–13556.
25 Yu. G. Kolyagin, V. V. Ordomsky, Y. Z. Khimyak, A. I. Rebrov, F. Fajula and

I. Ivanova, J. Catal., 2006, 238, 122–133.
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SEM-EDS and micro-Raman spectroscopy have been combined for material character-
ization in several recent studies. Switching from one to the other is frequently considered
as a problem that cannot be solved using specific solutions. Although both techniques
have followed a parallel but very different evolution since their introduction in the early
1930s, the concept of Raman-in-SEM first began in the 1980s and the first commercial
systems were marketed in the early 2000s. The two main systems and techniques that
have been developed and marketed by three manufacturers are presented and described
in this chapter. An evaluation of their advantages and limitations is proposed.

A metrological study is then proposed for one of these systems, based on the ‘on-axis’
technique using a curved mirror placed under the SEM pole piece. This study allows a
discussion of the performance and limitations of Raman spectroscopy when performed in
a SEM.

A comprehensive review of published work is provided, although papers are rare in the
open literature. The technique is essentially used for controls, expert assessments and
high technology applications.
Advanced techniques that allow the use of Raman-in-SEM spectroscopy are discussed in
detail using application examples taken from different fields in geosciences, materials
chemistry or from expert assessments.

The conclusions of this study show that Raman-in-SEM spectroscopy is to date the first
step in the combination of two well-known and mature techniques enabling the synergy
between them to be maximised. Raman-in-SEM spectroscopy is relatively easy to set up
and effectively complements the capabilities and efficiency of analytical SEM for material
characterization. What are the most likely development perspectives that may be
considered for this analytical coupling? Today, commercial systems are limited to only
point-level micro-Raman analysis at the micrometre scale. In the near future, develop-
ments in both hardware and software will probably allow analysts to acquire Raman maps,
or to employ multi-technique analyses based on a combination of data from SEM, EDS
Raman, etc. New hardware developments may enhance the spatial resolution of both SEM
and Raman spectroscopy.

1 Introduction

A short history of SEM and Raman spectroscopy is necessary, since
technology is the driving force in this area. Scanning electron microscopy
began approximately at the same time as Raman spectroscopy. However,
they followed very different paths before being combined together in the
coupled tool that is the subject of this chapter, namely Raman-in-SEM
spectroscopy.

aBRGM, 3 Avenue Claude Guillemin, BP 36009, 45060 ORLEANS Cedex 2, France.
E-mail: g.wille@brgm.fr

bISTO, 1A Rue de la Férollerie, 45071 ORLEANS Cedex 2, France
cUMR CNRS, Université d’Orléans, BRGM
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In 1922, the French physicist Leon Brillouin1 and in the following year
the Austrian physicist Adolf Smekal2 introduced the theoretical principle
of inelastic light scattering. Several researchers then started working on
this phenomenon, such as L. Mandelstam and G. Landsberg (USSR) and
J. Cabannes (France). The inelastic scattering of light was then demon-
strated experimentally in 1928 by C.V. Raman and K.S. Krishnan at Cal-
cutta University3 and was given the name Raman Effect. However, despite
numerous studies on its theoretical aspects (such as the work of the
Czechoslovak physicist George Placzek between 1929 and 19344), ‘Raman
spectroscopy’ only really began to be one of the major analysis techniques
during the 1960s–1970s, at the time of the emergence and development
of laser sources.

Electron microscopy first began with the electronic lens in 1931 (E.
Ruska) then the first Transmission Electron Microscopes (TEM) appeared
with the first prototype in 1933 and, finally, the Siemens Super-
Microscope, the first commercial TEM in 1939. The Scanning Electron
Microscope (SEM) was developed by M Von Ardenne in 1938 and V.
Zworykin in 1942. The first commercial SEM, the Cambridge Stereoscan,
was commercialized in 1965. At the same time, R. Castaing developed the
first WDS (Wavelength Dispersive X-ray Spectrometer) detector coupled
to the TEM. The first Electron Probe MicroAnalyser (EPMA), the CAMECA
MS85, was commercialized in 1958. R. Castaing also introduced the
theory of X-ray emission and quantitative analysis by X-ray spectrometry.5

EDS (Energy Dispersive Spectrometer) detectors were developed in 1964
and 1969 for the SEM.

SEM and Raman micro-spectroscopy appear to be essential for the
micro-characterization of the morphology and the elemental and struc-
tural chemical properties of materials and minerals. Each technique
provides complementary information that can be obtained at the same
micrometric scale. The data provided by each technique on its own is
frequently insufficient in itself and has to be combined with data from
the other technique. Moreover, compared to optical microscopy, SEM
imaging offers a wide range of well adapted contrasts for distinguishing
regions of interest through their chemistry, morphology, crystallography,
etc. Their coupling in a unique tool provides a promising analytical
combination for such studies.

In 1986–1988, M. Truchet and M. Delhaye6,7 proposed a description of
an optical system for simultaneous micro-Raman spectroscopy, electron
microscopy imaging and WDS elemental analysis in a transmission
electron microscope or electron microprobe (TEM, EPMA) (Fig. 1). In
several publications,8,9 M. Truchet, M. Delhaye and other authors dis-
cussed the technical ‘state of the art’ and the potential interest in biology.

One of the main advantages of EPMA for coupling with micro-Raman is
that EPMA is generally equipped with an optical microscope (Cassegrain-
type optics) with a micrometric depth of field, placed in the objective lens
of the electron optics. This optical system is required to adjust the sample
surface to the exact focus position of WDS spectrometers. Cassegrain
optics are a combination of a primary concave mirror and a secondary
convex mirror. The concave mirror is pierced at its centre with a hole that
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allows light to reach a camera or a light detector (for example, a spec-
trometer). For these authors, these optics could be modified by adding a
special device equipped with a semi-transparent plate for sending a laser
beam onto the sample surface and transmitting scattered light to the
spectrometer. A major obstacle to such an arrangement was related to the
very low numerical aperture of Cassegrain objectives used in transmis-
sion EPMA, thereby limiting the application field of such Raman spec-
troscopes to high scattering samples.

Why couple SEM and micro-Raman spectroscopy?
Interconnected data can be obtained from a combination of analytical
methods. As detailed in the 2nd paragraph of section 1, a combination of
SEM, EDS and Raman spectroscopy data is frequently required in ma-
terials sciences for numerous reasons, some of which are listed below:

� SEM with various detectors is a unique tool for imaging samples for
morphological, chemical and structural description.
� EDS provides elemental composition.
� Raman spectroscopy provides structural information on minerals,

such as polymorphism, the influence of trace elements on crystal struc-
ture, the presence of chemical species such as hydroxides, carbonates,
organic compounds, fluid inclusions, etc.

The expert assessment acquired by BRGM (French Geological Survey)
on particles collected in a water distribution network is a good illus-
tration. The particles were analysed by SEM and EDS. Their morphology
is not that simple, since some needles were found among massive par-
ticles (Fig. 2). The composition of the particles, as determined by EDS,

Fig. 1 Schematic section of the EPMA column equipped with the Raman microprobe
device invented by Truchet and Delhaye (after6).
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shows that they are all made of calcium carbonate. However, polymorph
identification was not possible and the presence of the needles could not
be rationalized. Using Raman-in-SEM (spectra in Fig. 2), we were able to
point the laser beam inside the SEM onto a massive particle or a group of
needles. In this case, Raman spectroscopy provided structural infor-
mation, which enabled the particles to be identified as calcite and the
needles as aragonite. Calcite is a stable polymorph of calcium carbonate
under normal ambient conditions, whereas aragonite is a high tempera-
ture, high pressure form of calcium carbonate, or instead originates from
biomineralisation. The presence of bacterial activity is suspected in this
case. The resolution of an optical microscope does not enable the spec-
trum of pure aragonite to be recorded. Petrologists for example have
learned to use polymorphs to determine the thermodynamic conditions of
geodynamic processes (temperature, pressure, etc.). The example of
Al2SiO5 polymorphs may be cited:10 sillimanite, andalusite and kyanite, for
which Raman spectroscopy is required. The example of TiO2, which crys-
tallizes as brookite, rutile or anatase, is also often cited. Establishing the
difference sometimes requires Raman spectroscopy. Raman-in-SEM also
extends the limits of spatial resolution as well in all microanalytical fields.

2 Background and principles of the techniques

Raman-in-SEM spectroscopy makes sense if it is performed in the most
efficient analytical devices. Consequently, it is worthwhile beginning this
review of basic concepts by describing the different type of detectors that
may be associated with Raman-in-SEM spectroscopy.

Scanning Electron Microscope
Thus, SEM equipped with various accessories and detectors and with
elemental and structural microanalysis detectors is a powerful tool for
material characterization, providing information on morphology,

Fig. 2 Combination of SEM-EDS and Raman spectroscopy data for the identification of
mineral grains.
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chemistry, texture, crystallography, etc. This technique can be applied to
numerous materials in various fields such as metallurgy, ceramics, glass
making, geology and life sciences. SEM is now widely used in academic
and industrial laboratories, both for research and product controls. SEM
images are obtained from electron-matter interactions. The main inter-
ests of SEM imaging are nanometric resolution and large depth of field
imaging.

Imaging and microanalysis capability is based on several interactions
from the incident electron beam and the sample (Fig. 3). Secondary elec-
tron (SE) images are generated by ionization of atoms in the sample: when
the sample is bombarded with a beam of incident electrons, electrons can
be ejected from atoms in the sample. By convention, the energy of these
electrons is considered to be lower than 50 eV.11 The Everhart-Thornley
Detector12 is the most frequently used SE detector in SEMs. Other SE de-
tectors have been designed (see for example 13–16) for low vacuum and
environmental working conditions. Contrasts in SE images are strongly
related to surface topography. As discussed in the technical section, coating
the sample is a limitation for Raman. Working in low vacuum conditions is
a real advantage for Raman-in-SEM. To get an image in a SEM, the surface
of the sample is scanned point by point and line by line. The detected
signal is synchronized with the (X,Y) position of the beam on the specimen
in the microscope and the resulting image is therefore a distribution map
of the intensity of the signal being emitted from the scanned area of the
specimen. The narrower the electron beam, the higher the resolution.

A second type of image can be obtained using another interaction of
the incident beam with the sample. Backscattered Electron (BSE) imaging
mode results from the elastic scattering of electrons by atoms in the
sample. BSE image contrasts are known to reflect variations in chemical
composition (phases, zonation, etc.), but they can also be affected by
crystallographic orientation on well-polished samples (crystalline con-
trast). Several types of BSE detector are available, including multi-
quadrant semiconductor detectors, scintillator detectors, etc.

Other imaging modes can also be implemented in the SEM.
Cathodoluminescence (CL) is a photonic emission in the visible and
near-visible light range under the electron beam. This technique is
popular for zircon or quartz or more sophisticated combined techniques
for semiconductor nanostructures.17–19 It is widely used for character-
izing growth, zonation and crystallography of samples in geology,

Fig. 3 Main electron/matter interactions used in SEM.
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materials sciences and the semiconductor industry. Scanning Trans-
mitted Electron Microscopy (STEM) employs a specific type of detector
recently implemented in SEM for observing thin sections of materials in
parallel with Transmission Electron Microscopy (TEM). Examples of
different SEM imaging modes are given in Fig. 4.

One of the main interests of SEM is the capacity to combine obser-
vations (images) with microanalysis at a micrometric scale (or below).
Characteristic X-ray emission resulting from the relaxation of atoms ion-
ized by electron beam bombardment can be detected for elemental
qualitative and quantitative microanalysis. Two techniques with different
characteristics (spectral resolution, detection limits, etc.) are used to detect
this emission: Energy Dispersive Spectroscopy (EDS) and Wavelength
Dispersive Spectroscopy (WDS) (Fig. 5). Most SEMs are equipped with EDS
detectors. WDS can also be installed on SEMs, but the use of WDS for X-ray
detection in Electron Probe Microanalysis (EPMA) is well known.

Another microanalysis technique is also used in SEM. Electron
diffraction can be observed and characterised on well-polished and cor-
rectly tilted (inclined) samples. It offers crystallographic phase and
orientation mapping: EBSD (Electron BackScattered Diffraction) (Fig. 6).
This technique, which began as an ‘‘experimental curiosity’’ during the
1970s, has turned out to be a powerful crystallographic technique with
the beginning of on-line computer-assisted indexing of the EBSD pat-
terns.23,24 It is now a well-known and mature technique with numerous
applications in various areas (see for example24–26). It is sometimes

Fig. 4 Examples of SEM images: a – SE image of nanoporous alumina b – BSE image of
a levitated oxidized iron droplet20,21 c – CL image of cassiterite (SnO2) (St Renan -France)
d - STEM/Dark Field image of pearl.22
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associated with Raman spectroscopy, for example by Ishihara et al.27 who
use Raman spectroscopy for the characterization of graphene layer
growth and EBSD for characterizing the copper films used as the sub-
strate for graphene growth by Chemical Vapour Deposition (CVD).

Fig. 5 Examples of X-ray spectrometry data: a – Comparison of EDS and WDS (LiF crystal)
spectrum of a monazite b – Al (left) and Fe (right). WDS mapping on a zoned andradite.

Fig. 6 Diagram of an EBSD.
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However, as demonstrated by Wilkinson et al.28 in his study on the
performance of EBSD for strain mapping at a nanometric scale, these two
techniques have several differences that make each specific for several
applications.

Electron microscopy is a powerful technique, but it involves several
sample specificities, due to secondary vacuum working conditions and
the conducting sample surface (obtained for isolated samples by surface
coating with a thin layer of carbon or metal). New SEMs, known as
‘‘environmental’’ (ESEM) or ‘‘low vacuum’’ (LV-SEM) SEMs, have emerged
over the last fifteen years. These microscopes allow the user to work
without a conductive layer coating (ESEM and LV-SEM) under higher
vacuum (several tens or hundreds of Pa) or under water vapour pressure
(ESEM). As will be seen later, this type of SEM is strongly recommended
for coupling with micro-Raman spectroscopy.

Micro-Raman spectroscopy
Micro-Raman spectroscopy is also a very important analytical method in
materials sciences. Indeed, the study of the inelastic light scattering (also
known as Raman scattering) spectrum provides valuable information on
chemical bonds, molecular structure and the crystallinity of a material or
mineral.

Raman spectroscopy consists in illuminating a sample with a mono-
chromatic light beam. Molecular bonds are excited through photonic
excitation. Bond vibrations result in a secondary photonic emission,
whose wavelength difference (compared to the excitation wavelength and
independent of it) characterises the nature of the bond. Micro-Raman
spectroscopy offers outstanding performance in the structural charac-
terization of materials at a micrometric scale and can also be used on
liquids, gases and fluid inclusions.

Raman spectroscopy is however limited by several technical problems.
Raman spectroscopy cannot be used for some metals and crystals such as
gold or NaCl. The Raman Effect is very weak and detection requires
sensitive and highly optimized instrumentation. Fluorescence of im-
purities or of the sample itself can mask the Raman spectrum, although
this can partly be solved by changing the wavelength of the laser beam.
Heating through intense laser radiation can destroy or modify the
sample. The resolution of an optical microscope in micro-Raman spec-
troscopy is limited to around 1 mm (lateral resolution) and depth reso-
lution can vary from one sample to another, due to the optical
transmittance of each material. In optical microscopy, contrasts are not
always optimized, meaning it is sometimes difficult to identify regions of
interest in the sample.

3 Bibliographic review: from SEM and Raman to
Raman-in-SEM

Raman and SEM
Since complementary information can be extracted from SEM-EDS and
Raman spectroscopy, it is sometimes difficult to combine data due to the
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need for precise location of the analyses in both techniques. For example,
it is difficult and time-consuming to locate the same particle by SEM
and analysed by EDS under the optical microscope of a micro-Raman
spectrometer on a SEM dispersed-particle preparation. Contrasts from
optical imaging may be weak or insufficient to differentiate minerals,
whereas they can be easy to obtain on SEM using BSE (Fig. 7) or CL de-
tectors. Due to Abbe’s law, SEM resolution is up to 1000 times better than
an optical image and can help to precisely locate ROI close to 1 mm or
less.

Several authors have proposed technical solutions to address the
problem of particle location. One of the more efficient solutions is the
use of TEM reference grids or centre-marked grids on a SEM stub as
particle support.29–32 This solution is well suited to micrometric particles,
the size of which ranges from several microns to several tens of microns
and in all cases less than the length of the side of the grid holes (for
example, 54 mm for a 300 mesh grid) and with a unique and homo-
geneous composition. However, the location problem still remains for
larger particles (no ‘‘large hole’’ referenced grids), for nanometric par-
ticles (too small for optical microscopy), or for heterogeneous particles
(which is the most common case, for example, for a crushed rock). An-
other problem lies in the transport of such a sample from SEM to
Raman.33 Another problematic aspect of this solution is related to the
depth of field of SEM images compared to optical microscopy. Thus,
particles with strong topography can be easily identified in the SEM but
not under the optical microscope. Finally, it is important to note that the
SEM image is formed from electron-material interactions localized in a
thickness of a few nanometres (SE) to a few micrometres (X-ray) of the
surface, while the optical image obtained on a transparent material can
provide details lying several microns, or even several millimetres, below
the surface. Thus errors can be made in the location of the analysed
point.

The great interest of this combination of data and the diversity of
analytical problems presented by a combined use of two separate devices
is the starting point that led to the integration of these techniques in a

Fig. 7 Comparison of optical microscopy (left) and SEM (right) images of silicates in a
polished section of granite from Ploemeur (France).
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unique coupled SEM/EDS/micro-Raman system.Several studies have es-
tablished the interest of combining SEM-EDS and Raman spectroscopy
for characterizing materials. As an example, Nelson et al.33 were among
the first to combine these techniques to characterize organic and in-
organic particles. These authors and other contributors29 also noticed the
limitations of coupling data from these techniques on separate devices
due to optical microscopy limitations in terms of resolution and depth of
field, difficulties in locating particles smaller than 100 mm from one
device to the other, the difference in the appearance of particles using
optical and electron microscopy, etc. These analytical problems may lead
to inconsistencies between data from the two techniques.29

Other applications require the combined use of Raman spectroscopy
and SEM-EDS. S. Bruni et al.34 combined SEM-EDS, Raman spectroscopy
and IRTF (Infra-Red spectroscopy) to analyse blue pigments in different
polychrome works of art. They demonstrated the interest of combining
these techniques to establish the presence of several minerals such as
lazurite, nosean, hauyne, sodalite or their mixtures, which all are con-
stituent parts of the rock mineral lapis-lazuli. F. Poitrasson et al.35 ap-
plied SEM-EDS and Raman spectroscopy together with EPMA and laser
ablation—inductively coupled plasma—mass spectrometry (LA-ICP-MS)
to the study of the hydrothermal alteration of monazites (rare earth
element phosphates). SEM-EDS and Raman spectroscopy were used by
M. Hanchen et al.36 to study the influence of temperature and CO2

pressure in the precipitation of different forms of magnesium carbonate.
The combination of SEM-EDS and Raman spectroscopy has also been
used in bio-medical studies, such as by the study by J. Chen et al.37 of the
mineralization of hydroxyapatite in an electrospun nanofibrous poly(L-
lactic acid) matrix.

Raman-in-SEM
Coupled systems have appeared over the last ten years. However, few
studies have been published in the open literature regarding the imple-
mentation of such systems.

In 2004, Jarvis et al.38,39 reported work on the identification of bacteria
using the SERS (Surface-Enhanced Raman Spectroscopy) technique,
which consists in analysing bacteria adsorbed on silver colloids, in order
to increase Raman signal intensity and reduce the fluorescence effect.
Using conventional micro-Raman spectroscopy on E. Coli and Enter-
ococcus sp.,38 they noticed a variation in signal intensity on the same type
of bacteria. These variations have been associated with the position of
the analysed bacteria relative to the silver substrate. SEM images of the
samples (Fig. 8) show a heterogeneous distribution of bacteria on the
substrate. Thus, depending of the analysed area, the enhancement effect
is more or less important. However, the same study conducted by Raman-
in-SEM spectroscopy showed good reproducibility of the different
measurements.39 In addition, spectra quality appears to be better, which
could be due to the fact that the analyses were performed with a stronger
enhancement effect. Thus, the use of SEM imaging to locate regions of
interest for Raman analysis is an essential input for this study.
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Another application is described by Otieno-Alego et al.40 This work
demonstrates the interest of collecting Raman-in-SEM spectra by com-
bination of SEM images, EDS elemental mapping and Raman spectra
collected on the same point of the sample for characterizing particles in a
heterogeneous mixture. The aim of this study was to characterize and
identify the different particles in an explosive compound. The particles
could not be differentiated by optical microscopy, but could be identified
easily by SEM backscattered electron imaging. SEM was first used to
evaluate particle distribution in the mixture using BSE imaging and EDS
elemental analysis and mapping. Then, Raman spectra were collected on
the same points for phase identification. Thus, BSE image contrasts
identified at least eight different particle types randomly distributed in
the sample. As an example, medium grey particles in the BSE image were
determined by EDS to consist of K, Cl and O. Raman spectroscopy was
then used to identify these particles as potassium chlorate (KClO3).
Similarly, Raman spectroscopy can be used to differentiate organic
compounds in which the BSE contrast and elemental composition are
similar. This work clearly demonstrates the interest of coupling SEM,
EDS and Raman data for such studies, and the great advantage of using a
coupled system instead of two separate devices. However, the case of
organic compound identification may also illustrate the interest in the
complementary use of Raman-in-SEM and Raman imaging available on
conventional Raman systems.

These examples illustrate the potential value of the use of Raman-in-
SEM as a complement to conventional Raman spectroscopy (and not in
competition with it). However, it is also important to focus on the tech-
nical and methodological aspects of the use of such coupled systems.

Fig. 8 SEM image of E. Coli and aggregated silver colloids (from39).
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Recently, Worobiek et al.41,42 compared the Raman spectra collected by
conventional spectroscopy and Raman-in-SEM spectroscopy. These
authors found a difference in signal intensity (about 10 times less intense
in SEM). They mainly attributed this difference to the optic fibres used to
transfer the laser beam to the sample and the Raman signal to the
spectrometer. This difference requires the use of a higher laser beam
power and/or a longer collection time. However, a recent study we con-
ducted on this subject allowed us to establish that the difference is
variable, depending on the particular nature of the sample, especially the
optical properties of the sample.43 We compared the signal intensity of
Raman spectra collected on the same grains of different minerals by
conventional spectroscopy and Raman-in-SEM spectroscopy, using the
same laser and spectroscope setup and the same counting time. We
observed that the signal ratio is several tens for transparent or partially
transparent minerals such as andradite (nesosilicate, garnet group –
Ca3Fe2(SiO4)3), but can strongly increase (up to 120) for black minerals
such as manganese oxide MnO. These observations therefore imply that
the intensity variation also depends on other experimental factors. A
difference is noticed in the Spectrometer/Raman-in-SEM intensity ratio
from the use of a 514 nm laser to the use of a 785 nm laser beam (the loss
of intensity is slightly stronger for the 785 nm for synthetic Cr2O3).
However, it has been found that the spectra are similar on both systems,
both in terms of peak position and peak-to-peak intensity ratios in the
spectra.

4 Technical aspects of combined SEM-Raman

Despite articles and patents from Truchet and Delhaye during the
1980s,6–9 the development of coupled systems is recent. This is mainly
due to the technical difficulties associated with the requirements of each
technique. Only a few usable systems have been implemented at this
time and only a limited number of solutions are commercially available.
Two different technical solutions are available at this time from three
different Raman spectroscope manufacturers. In this section, we present
these systems and their relative advantages.

Retractable specially designed curved mirror and conventional Raman
spectrometer (Renishaw SCA system)
The solution presented here is the first that was marketed and which has
now been available for 9 years from the manufacturer Renishaw.44 Sev-
eral laboratories are currently equipped with this model. It consists of a
special interface comprising a parabolic mirror specifically developed for
Raman spectroscopy.

The mirror is placed on an automated retractable arm. This system is
designed for precisely inserting and retracting the mirror under the pole
piece of the SEM, between the SEM electron optics and the sample. A hole
in the mirror allows the electron beam to pass, which makes it possible to
simultaneously obtain an electronic image (SE). The laser radiation is
focused on the sample surface by the mirror. An optical image from a
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camera is collected together through the mirror, making it possible to
precisely locate the laser spot on the sample. This optical image can also
be used to check the good agreement between the SEM image and laser
beam location and adjust it if necessary, using the SEM image shift
function. Scattered light radiation is collected by the mirror and sent to
the spectrometer.

This interface is connected to a conventional micro-Raman spec-
trometer using optic fibres (Figs. 9 and 10). These fibres are used to send
laser radiation to the interface installed on the SEM and to send the
collected scattered light to the spectrometer. One of the interests of this

Fig. 9 Schematic diagram showing the laser delivery tube (LDT) of the SEMSCA interface
when inserted below the objective lens.

Fig. 10 Raman-in-SEM facility at BRGM Orleans (France): Renishaw InVia with a SEMSCA
interface installed on a TESCAN MIRA 3 XMU.
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solution is that the coupling system uses the same laser beam radiation
and the same spectrometer as the conventional micro-Raman spec-
trometer. Consequently, it can be assumed to achieve the same per-
formance in terms of spectral range and spectral resolution as a
conventional spectrometer. According to the manufacturer, it is equiva-
lent in optical performance to a �50 long working distance objective.

Due to the same wavelength range, this system can also be used for
photoluminescence (visible light emission generated by photonic beam
excitation) or cathodoluminescence (visible light emission generated by
electron beam excitation) with some limitations as regards the spectral
range, depending on the configuration.

Retractable CL mirror and conventional Raman spectrometer (Horiba
system)
Another commercial solution is similar to the system described above.
The main difference consists in the use of a conventional cath-
odoluminescence arm instead of a specific arm. This solution was first
used in ‘home-made’ systems45,46 and is now marketed by Horiba. In this
system, the arm is not automated but instead manually inserted.

Off-axis dedicated micro-Raman system (Hybriscan system)
This system consists of a micro-Raman spectrometer positioned laterally
on the SEM chamber and in which the Raman optics are arranged out-
side the electron beam axis. Raman and SEM-EDS data are collected
successively, after a calibrated movement of the SEM stage.

Such a system was described in 2005 by Van Apeldoorn et al. under
the name ‘‘CRSEM’’ (Confocal Raman SEM).47 Samples are analysed
by selecting a location by EM and then shifting the sample into the
confocal laser spot at a precise position located ‘‘off-axis’’ (i.e. not in
the electron beam axis). The laser source is diverted through a side
port into the SEM chamber by a beam splitter. The laser is then emitted
onto the sample by a set of mirrors through a �60 objective. The Raman
scatter is then collected by the same objective and sent in the opposite
direction inside the spectrograph, through a pinhole. A schematic dia-
gram of this system is shown in Fig. 11. One of the main advantages of
such a system is its confocality due to a design similar to ‘‘conventional’’
Raman micro-spectrometers equipped with a �50 long working distance
objective.

This kind of solution is now marketed by the manufacturer Hybriscan with
a 785 nm laser available over a Raman shift range from 350 to 2500 cm�1.

Advantages and disadvantages of the different systems
The goal of this section is not to promote one or another system. All of
the systems have their own specificities and advantages and each one
may be best suited to different applications and requirements, both in
terms of analytical needs as in terms of cost, size, technical specifi-
cations, etc. According to the manufacturers, all of the systems can be
installed on any SEM (except perhaps tabletop SEMs or SEMs with very
small chambers).
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The main advantage of systems using a retractable mirror is that the
analysis can really be obtained simultaneously if specific precautions are
taken (this subject will be discussed in the next section, devoted to the
technical and metrological aspects of combined analysis). However, the
fact that a retractable arm operates under the pole piece of the SEM re-
quires the SEM BSE detector to be retracted, which is positioned in the
same place. Similarly, the short distance between the sample and the
Raman arm makes EDS analysis difficult or impossible when the Raman
arm is inserted. Consequently, the use of a Raman spectrometer and a
BSE or EDS detector needs to be done alternately (after retraction of the
Raman arm, for EDS and BSE). The use of a secondary Everhart-Thornley
detector is always possible, because of its lateral position (subject to a
well-adapted collection solid angle).

This limitation is not a problem with the third system, because the
micro-Raman spectrometer is ‘‘off-axis’’ and so BSE retraction is not re-
quired and the sample is not masked by the Raman arm to the EDS
detector. However, with this solution, SEM-EDS and Raman analysis are
necessarily performed alternatively.

One point needs to be discussed and checked during a demonstration
of the instrument: precise mirror positioning is required to allow perfect
reproducibility of the optical path.

Another factor is the spectral range and spectral resolution of the
spectrometer. On systems equipped with mirrors, the role of the coupling
interface installed on the SEM is to focus the laser radiation onto the
sample and to collect the scattered light. The entire analysis is performed
using the same spectrometer as the conventional spectrometer. The
spectrometer can be used as a conventional Raman spectrometer or as a
coupled system, thereby allowing a wider spectral range analysis. This
can be a critical aspect for some applications. As an example, the Raman
shift of N–H, C–H or O–H bonds in solids appear at around 3000–
3700 cm�1. Spectral resolution is another critical point in the choice of a

Fig. 11 Schematics of the CRSEM (Confocal Raman SEM) [from47].
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Raman system. This is not really a problem for identifying phases using
Raman spectroscopy, but it can be for some advanced applications,
where precise Raman shift and Raman band shape measurements are
required. A good illustration of this point is the use of Raman spec-
troscopy for geothermometry.48,49

Lateral resolution is comparable for Raman-in-SEM and EDS. On the
one hand, SEM imaging resolution is nanometric (SEM ‘‘ultimate’’
resolution is given by the manufacturers at around 3 nm for a tungsten
emission gun and 1 nm for a Field Emission Gun (FEG- (or FE-) SEM). On
the other hand, compositional measurements or determinations carried
out by Raman spectroscopy are referred to as an area whose spatial
resolution is about 1 micron (due to diffraction). Some specific techni-
ques known as ‘‘nano-Raman spectroscopy’’ have been developed to
lower spatial resolution of Raman spectroscopy below the diffraction
limit, but it is achieved by significant experimental complexity.50–52

Except for ‘‘nano-Raman spectroscopy’’, this order of magnitude is
fully comparable with microanalysis spatial resolution (i.e. EDS
and WDS): using ‘usual’ HV conditions (i.e. HV = 15–25 kV), spatial
resolution is micrometric (from about 1–5 um3 for low atomic numbers
to 0.2–1 um3 for high atomic numbers) due to the fact that X-rays
are generated from very deep within the interaction volume.
‘Nanometric’ resolution (in fact hundreds of nm) can only be achieved by
EDS/WDS using very low HV conditions (i.e. a few kV) that cannot be
applied for qualitative/quantitative analysis of many materials by EDS
(see Fig. 12).

Fig. 12 Penetration and spreading of electrons in iron (a) and silicon (b) at HV = 20 kV, at
HV = 2 kV (c) and HV = 5 kV (d) in silicon (beam diameter = 10 nm) (simulation by CA-
SINO 2.4853).
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Technical and metrological aspects of combined analysis
Which SEM for coupling?

Sample conductive coating vs. Raman spectrometry. Due to the nature of
the beam in a SEM, in other words an electron beam, if a sample is a poor
electrical conductor or an insulator (i.e. glass, plastic, rock, etc.), elec-
trons accumulate on the surface at the electron beam impact point and
cannot be removed. This is called a ‘‘charging effect’’, which causes
highlights that disturb or prevent observation. Therefore, it is necessary
to apply a conductive layer on the sample surface to remove charges from
the observation area. Non-conductive samples are usually coated with a
conductive layer (of several nanometres thickness). This coating can be a
metallic deposit (Au, Pt/Pd, Cr, etc.), but when microanalysis (EDS, WDS)
is required, a carbon coating is preferred. In fact, a heavy metal coating
can lead to the presence of X-ray emission peaks that may overlap
emission peaks from elements contained in the sample itself.

However, carbon deposited on the sample surface causes artefacts on
the Raman spectrum, which can strongly affect its quality and sub-
sequent data interpretation. An example of this is shown in Fig. 13:
Raman spectra were collected on the same andradite (Ca3Fe2(SiO4)3

garnet) grain, before (bottom) and after carbon coating (in top). A broad
band can be observed at 1200–1600 cm�1 and the baseline level is much
higher on the coated sample than on the non-coated sample. The bands
are related to the Raman spectrum of the amorphous carbon layer.54,55

According to these authors, the Raman spectrum of the amorphous carbon
layer is characterized by a broad Raman band observed in the range 1000–
1800 cm�1. This band can be well fitted by two Gaussian distributions

Fig. 13 Raman spectra of the same andradite grain (garnet Ca3Fe2(SiO4)3) carbon coated
(top)/not carbon coated (bottom).
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known as ‘‘D’’ and ‘‘G’’ bands (respectively 1350 and 1530 cm�1 for Scheibe
et al.54 and 1380 and 1560 cm�1 for Marchon et al.55).

The baseline level modification is related to the fluorescence phe-
nomenon, probably due to carbon. The carbon coating behaves as a
fluorophore, a compound that causes a molecule to absorb energy at a
specific wavelength and then re-remit energy at a different wavelength.
The amount and wavelength of the emitted energy depend on both the
fluorophore itself and on its chemical environment. But, more import-
antly, the presence of the amorphous carbon layer produces a loss of
Raman signal intensity.

Interestingly, since the 1980s, new types of SEMs, known as ‘‘en-
vironmental’’ or ‘‘low vacuum’’ SEMs, have appeared on the market. In-
deed, conductive layer deposition can be avoided by working with a
partial vacuum, in other words a pressure of a few Pa to several thousand
Pa (compared to 10�3 to 10�4 Pa in normal conditions). The electrons
accumulated on the sample are neutralized by the positive charges of gas
(mainly nitrogen) arising from the incident beam. Starting with the work
of the German physicist M. Von Ardenne, early attempts have been re-
ported on the examination of specimens in water or gaseous atmospheres
inside specially designed ‘‘environmental’’ cells, in conjunction with
conventional and scanning transmission types of electron microscopes.56

In 1970, Lane reported electron imaging of a wet sample directly in a SEM
using a very localized vapour jet to maintain a gaseous gradient just
above the specimen.57 Several developments have led to the introduction
of a new type of SEM able to work at room temperature (no sample
freezing stage) and at high gas pressure (up to several thousand Pa), and
the introduction in 1979 of the term ‘‘Environmental SEM’’, or ESEM, by
Danilatos and Robinson.58 The first commercial ESEM was introduced
by Electroscan in 1988. With the expiration of key patents, new
commercial instruments have recently been introduced by other SEM
manufacturers.

Another type of ‘‘partial vacuum’’ SEM, known as ‘‘low vacuum’’ SEM,
has been marketed. These SEMs are able to work at lower pressure than
ESEM, usually between a few Pa and a few hundred Pa. This pressure
range is not sufficient to work on wet samples (i.e. biological samples, wet
soils, etc.) at room temperature, but it is sufficient to avoid a charging
effect on dry samples (ceramics, rocks, glass, etc.) or when working on
frozen wet samples (using a freezing stage).

Another facility is offered by recent FE-SEMs able to provide good
quality images even at low voltage (o a few kV). At low voltage, it is
possible to observe non-coated non-conductive samples in the SEM.
Unfortunately, under these working conditions, most BSE detectors are
not able to work or instead provide poor quality images. In addition, EDS
microanalysis is impossible and WDS analysis is complex and limited in
these conditions.

Analytical geometry vs. Raman geometry. One of the main selection
criteria for a SEM is the ‘analytical working distance’. Working Distance
(WD) represents the distance from the electron column output (bottom of
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the pole piece) to the sample surface. The WD value given by SEM soft-
ware represents the focusing distance and therefore the sample surface
position if the image is ‘focused’. This parameter is related to the SEM
chamber drawing by the SEM manufacturer, for any EDS (or WDS) system
from any provider. It represents the optimal distance for X-ray collection
in EDS (or WDS) (Fig. 14). Moving away from this position causes a de-
terioration in X-ray collection and therefore a deterioration or a total loss
of the analytical capacities of the SEM.

This fact is illustrated in Fig. 15. In this figure, two SEMs are com-
pared: The analytical working distance is given as 15 mm for SEM 1 and

Fig. 14 SEM analytical geometry.

Fig. 15 EDS signal as a function of WD for two SEMs with different analytical WDs (15 mm
for SEM 1/5 mm for SEM 2).
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5 mm for SEM 2. Both SEMs are able to receive a coupling interface
for Raman-in-SEM acquisition. However, if the EDS geometry
and Raman-In-SEM geometry are not optimized, use of both for data
correlation may be problematic. As an example, with our system, Raman
collection is conducted with a sample surface at WD E 17.5 mm.
With SEM 1, X-ray collection (EDS – 10 mm2 active surface detector)
is 97% of X-ray optimal collection while for SEM 2, X-ray collection is
close to 0%. Consequently, SEM 2 would require frequent moves of the
stage from EDS WD to Raman WD while X-ray collection is near optimal
for 1.

Impact of SEM phenomena on Raman-in-SEM spectroscopy. Coupling
techniques related to such different physical phenomena as SEM-EDS
and Raman spectroscopy may cause problems directly related to the in-
fluence of one on the other. Since Raman-in-SEM spectroscopy can be
subject to several influences due to SEM related phenomena, some
possible artefacts are documented, which are due to the impact
of electron beam induced contamination or cathodoluminescence
(CL) contribution to the Raman spectra, especially with geological
samples.

Contamination. Electron beam induced specimen contamination has
been a well-known problem since the beginning of electron microscopy,
both in Transmission Electron Microscopes (TEM) and in Scanning
Electron Microscopes (SEM). It results from the development of a dark
deposition on the scanning area. Different sources of contamination
have been highlighted and discussed as well as different methods and
systems to reduce contamination sources and their consequences.59 The
first identified source of contamination is the vacuum system of the
SEM.60 SEMs equipped with diffusion and rotary pumps are often con-
sidered as the most sensitive to this form of contamination, due to
vapour from the pump oil. SEM manufacturers are increasingly replacing
diffusion pumps by turbomolecular pumps and rotary pumps by dry
primary pumps in order to reduce this source. Another contamination
source is linked to the SEM components. The lubrication of moving parts
(stage, retractable detectors, etc.) and O-rings are also potentially re-
sponsible for hydrocarbon emissions in the SEM chamber. The third
main source of contamination is the sample. Several causes can be
identified. The first is the sample itself, which can be a source of
hydrocarbon molecules due to its composition (polymers, geological
samples containing organic matter, biological samples, etc.). Unfortu-
nately, this source cannot be reduced and can be a long term problem for
the SEM, because carbon molecules evaporated from the sample can be
adsorbed on the chamber walls and be desorbed only gradually. The
sample may also be linked to other contamination sources that can be
more easily reduced by correct sample preparation61 and handling.
Careful cleaning of the sample, use of embedding resins adapted to SEM
conditions (secondary vacuum, interaction with electron beam, etc.), use
of gloves for handling samples and specimen mounts and holders are
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strongly recommended as ‘‘good practices’’.62 Another source has ap-
peared more recently with the development of low vacuum SEMs: It in-
volves contamination due to gas purity and the cleanliness of the
gas supply network and pipes. Attention must be paid to this point. Several
approaches have been developed for reducing hydrocarbon
contamination,59 but the multiple nature and origin of contamination
sources mean contamination can be minimized but not completely
eliminated.

Since contamination leads to the growth of a thin layer of amorphous
carbon on the sample surface scanned by the electron beam, the expected
effects are the same as those obtained by conductive carbon layer de-
position. An example is shown in Fig. 16: Raman spectra were collected
on the same point on a quartz grain (SiO2) over several minutes of
SEM operation at an SEM beam current of 850 pA. Peak positions
were determined to be 1347 and 1557 cm�1. Its intensity can be related to
the different SEM parameters affecting the development of the con-
tamination on the sample surface: duration of the electron beam scan,
beam parameters (HV, beam current), ‘‘spot’’ mode, etc. For example,
a long time scan of a small area of the sample induces the
development of a strong ‘‘black square’’ contamination on the sample
surface and a strong broad band in the range 1000–1800 cm�1 in the
Raman spectrum.

Cathodoluminescence. Cathodoluminescence (CL) is a visible/near-vis-
ible light emission caused by the interaction between an electron beam
and a luminescent material. It is widely used in geology for providing
information on origin, growth fabrics, diagenetic textures and mineral
zonation. CL emission can be due to imperfections such as vacancies,
loss of ordering or lattice distortion in the crystal lattice (intrinsic lu-
minescence) or to activation or inhibition of CL by impurities in the
mineral (extrinsic luminescence).63,64 Figure 17 shows an example of a CL
panchromatic image of a zoned cassiterite (SnO2) grain (Montbelleux,
France). In this example, CL is controlled by crystal growth and orien-
tation and impurities such as Ta, W, Fe, Nb, etc.65–67

Fig. 16 Evolution of the Raman spectrum of a quartz grain in the range 500–2300 cm�1

(left) and signal intensity of the band centered at 1560 cm�1 (right) due to increasing
contamination.
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Cathodoluminescence can generate artefacts in Raman spectra if not
controlled and taken into account. Indeed, CL issues similar to that of
the Raman scattering spectral range occur. Therefore, Raman-in-SEM
analysis of a luminescent material can generate electron matter inter-
actions, causing the appearance of CL emission bands that are super-
imposed on the Raman scattering signal. As for contamination, this
phenomenon can be avoided by ‘‘blanking’’ the electron beam during
Raman spectra acquisition. To highlight the effect of cathodolumines-
cence, Raman spectra have been acquired under different conditions
(with/without electron beam and/or laser beam) on a cassiterite grain
(Fig. 18). Spectrum A shows a flat ‘‘baseline’’ signal of the spectrometer.
No band can be observed. Spectrum C shows the Raman spectrum of the
cassiterite grain collected with the SEMSCA system in the SEM. Some
signal can be observed on spectrum B while the laser is switched off,
which means no Raman signal is collected. Spectrum D shows the
spectrum collected with the laser and electron beam on. It clearly appears
that this spectrum is the result of the combination of spectra B and C.

Nevertheless, this phenomenon can be put to advantage for checking
the alignment of the SEM and Raman interface: if the electron beam is
focused in the centre of the SEM observation area (‘‘spot mode’’) on a
strongly luminescent material (cassiterite, ZnO, REE oxides, for example),
a light spot can be observed on the optical image of the Raman interface
(Fig. 19). This method is widely used for checking SEM and optical im-
ages on EPMA (Electron Probe MicroAnalysis).

Raman-in-SEM and electron microscopy/microanalysis are really
polyvalent techniques for material characterization. However, it is im-
portant to note that although these techniques apply equally well to most
materials, each has its own specificities. Thus, the analysis of metals and

Fig. 17 CL image of a cassiterite grain.
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alloys by Raman spectroscopy is generally impossible, although SEM,
EDS and EBSD are well suited to this type of sample. Instead, wet samples
can be analysed in very specific SEMs known as ‘‘environmental SEMs’’
(ESEMs). It may also be noted that some materials pose technical dif-
ficulties for analysis by either technique because of their sensitivity to
either the electron beam or the laser beam. This point is illustrated in
Fig. 20, which shows the electron beam impacts after EPMA analysis of
biocarbonate (bivalve).68

Fig. 18 Effect of CL emission on the Raman spectrum collected by on-axis Raman-in-
SEM (A). Raman spectrum recorded without electron and laser beam; (B) Raman spectrum
with electron beam only (CL signal); (C) Raman spectrum with laser beam only and (D)
Raman spectrum with laser and electron (superimposition of B and C).

Fig. 19 (a) CL image of a ‘milky’ (CaCO3 vaterite) pearl (SEM) and (b) signal collected by
the SEMSCA camera using SEM ’spot mode’.
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5 Application examples in mineralogy and materials
sciences

Characterization of a polymorph at a micrometric scale: milky pearl
defect in vaterite
Pearls (Hyriopsis cumingii) are produced from a natural biomineralisation
process controlled by organic molecules. The pearl biocrystal is a hybrid
composite organic/mineral (3%/97%). The regular form of pearl mineral-
ization is aragonite, an orthorhombic polymorph of calcium carbonate.
This biocarbonate shape is a stack, of nanometric thickness, of hexagonal
plates stacked along the c-axis of the aragonite crystal. It diffracts as a
single crystal, or so called ‘‘mesocrystal’’. This mineralization produces the
well-known shiny and ‘‘pearly’’ aspect. Sometimes, pearls show a biomi-
neralisation defect characterized by a lack of shine (also called ‘‘milky
pearl’’). It has been established that this defect is related to the change in
mineralization form, from orthorhombic aragonite to hexagonal vaterite.22

Raman-in-SEM may be applied to the characterization of the ‘‘milky’’
defect of a pearl. SEM imaging, CL, EPMA and Raman spectroscopy in the
SEM may be applied to describe the biocrystal structure of both regular
and defective nacre of pearls. SEM, SE or BSE imaging can be used to il-
lustrate the change in particle shapes from plates (in the regular aragonite
part of the pearl) to needles (in the defective part). CL and EPMA can be
used to illustrate the growth ring in the pearl and relate manganese con-
tent (few hundreds/thousand ppm of Mn) to growth rings. Then, Raman
spectra collected in the SEM are used to characterize the change in crystal
structure of the calcium carbonate from aragonite (in the regular part of
the pearl) to vaterite (in the defect).

Fig. 20 Electron beam impacts on a polished section of biocarbonate bivalve.

102 | Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 79–116

 0
9:

59
:3

6.
 

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00079
https://iranchembook.ir/edu


SEM tracking of dispersed micrometric particles: Raman-in-SEM
applied to the characterization of pigments of wall paintings
The significant advances made in archaeological sciences through the
use of Raman microscopy have been reviewed by Smith & Clark, 200469 or
summarised in books.70 As a result, a considerable body of experience
has been built up and extensive and reliable spectral libraries have been
published in this field.71–73

The example reviewed in this paper74 concerns the ‘Grottes de la
Garenne’, located at Saint-Marcel (France). These caves are a set of
Magdalenian living sites75 discovered in 1848 during the building of the
Paris - Toulouse railway. The caves are located on the southern shore of
the river Creuse, in a hill known as the Coteau de la Garenne. The walls of
some of these caves are covered with a substantial set of red and black
paintings, the study of which may allow archaeologists to obtain infor-
mation or confirm hypotheses about the techniques and tools used by
people from the Magdalenian age.76 We studied samples of pigments
taken from the walls of one of these caves, known as the Grotte Blan-
chard, which allowed us to determine the nature of the main pigments.74

The red pigment used for the wall paintings is mainly composed of
hematite, clays, carbon matter and carbonates, while the black pigments
are made of a mixture of cryptomelane, pyrolusite, clays, carbonates and
carbon matter.

Raman-in-SEM has been applied to the characterization of samples
used for IRTF spectroscopy (pigments dispersed in a KBr pellet). SEM
enables tracking of micrometric particles in a complex grain and EDS
analysis of these particles. Through the use of Raman-in-SEM spec-
troscopy, small particles of manganese oxides dispersed in a mixture of
minerals and amorphous material can be identified as pyrolusite (MnO2)
and a contribution of carbon matter in addition to black mineral par-
ticles (Fig. 21). This can be used to confirm that the painting is not a
simple covering of the wall by mineral powder, but by a processed ma-
terial. The main contribution of Raman-in-SEM is to allow us to precisely
locate each particle (by BSE images in SEM) and combine elemental
composition (from EDS spectra) and mineral structure (from Raman
spectroscopy) for each component of the mixture.

SEM-EDS and micro-Raman data combination applied to the charac-
terization of micrometric aluminium-phosphate-sulphate (APS). The
alunite supergroup consists of more than 40 mineral species with the
general formula (AB3(XO4)2(OH)6), in which A is occupied by monovalent
(e.g., Kþ , Naþ , NH4

þ, H3Oþ), divalent (e.g., Ca2þ, Ba2þ, Pb2þ) or triva-
lent (e.g., Bi3þ, REE3þ) ions, B is typically Al3þ or Fe3þ, and X is S6þ, As5þ

or P5þ.77 The influence of the ions in the A-, B- and X-sites is highlighted
in the Raman spectra by variations in the position of certain vibrations.
According to Maubec et al.,78 A-site substitutions are characterized by
wavenumber shifts of the vibrations involving hydroxyl groups. The
positions of these vibrational bands vary linearly with the ionic radii of the
ions in this site. B-site substitutions induce shifts of all bands due to
structural modifications that lead to differences in the chemical
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environment around the hydroxyl and XO4 groups and changes in B–O
bond lengths. The spectra of compounds containing both sulphate and
phosphate groups are described by numerous vibration bands caused by a
complex elemental composition and a symmetry change of the XO4 groups.

A micrometric aluminium-phosphate-sulphate (APS) with an intermediate
composition between the minerals woodhouseite (CaAl3(PO4)(SO4)(OH)6)
and crandallite (Ca(PO4)2(OH)5.H2O) has been identified in a natural
sample and characterized using SEM and Raman-in-SEM spectroscopy.79

As illustrated by a comparison of optical and BSE images, it appears that
this kind of grain cannot be located by optical microscopy due to a lack of
contrast and resolution (Fig. 22). Using Raman-in-SEM, the backscattered
electron imaging mode can be efficiently used to precisely locate the
grain and collect Raman spectra of the grain and the alunite matrix. The
Raman spectrum obtained can be described by various bands assigned to
vibrational modes of sulphate and phosphate units. Some differences can
be highlighted by comparison of this mineral Raman spectrum with
other APS minerals, with different PO4/SO4 ratios, regarding the inten-
sities of some sulphate and phosphate bands. It can be established that
the intensity of the sulphate bands (located at around 653 and
1026 cm�1) decreases as a function of the mole fraction of phosphate in
the APS minerals. This correlation correctly reflects the effect of the
substitution of sulphate anions by phosphate anions.

Fig. 21 Raman spectra of pigments of parietal paintings analysed by SEM, EDS and
Raman-in-SEM.
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This study also demonstrates that the use of a coupled system is a
powerful tool for identifying and characterizing micro-minerals of the
alunite supergroup occurring in complex geological samples. The use of
BSE images instead of optical imaging can also be very useful when
zonation is detected on APS or alunite grains to collect Raman spectra of
the different regions of the grain.

Combining SEM, cathodoluminescence and EBSD: application to the
study of zonation and twinning in cassiterite. Cassiterite is a mineral
species of chemical formula SnO2. It has been and remains the most
important source of tin. Cassiterite is of rutile structure, with a space group
of D41h4-P 4/mnm. Natural cassiterite may contain significant amounts of
Nb, Ta, W or other metal elements (Fe, Ti, In, Hg, etc.).80,81 Cornwall in
England was once a famous cassiterite mining area, but is no longer active
today. The most important cassiterite sources now are Malaysia, the
Democratic Republic of Congo, Indonesia, Bolivia and Nigeria.

Cassiterite has been extensively studied by Raman spectroscopy. Ac-
cording to Wang et al.,82 the peak intensity ratio and position have been
demonstrated to be related to trace element zonation and to crystal
orientation. But the main problem of such samples is that crystal
orientation and zonation are usually observed at a micrometric scale
related to grain growth.

SEM characterization methods have been applied to cassiterite grains
from Montbelleux (France). Zonation in a cassiterite grain can be illus-
trated by elemental mapping of trace elements. In this case, WDS
(in EPMA) is preferred to EDS because the better spectral resolution
compared to EDS (approx. 5 to 10 times better) allows numerous peak
overlaps to be resolved and offers greater sensitivity. Local crystal

Fig. 22 Raman-in-SEM characterization of alunite and APS minerals (after79).

Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 79–116 | 105

 0
9:

59
:3

6.
 

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00079
https://iranchembook.ir/edu


orientation can be explored using EBSD in SEM. Cathodoluminescence
in the SEM is a very interesting imaging mode for such characterization
because the contrasts observed on cassiterite are easily linked to both
zonation and crystal orientation at a micrometric scale. The use of these
three techniques makes it possible to precisely locate the different re-
gions of interest in the sample, as illustrated in Fig. 23. Two different
crystal orientations with a misorientation angle of approximately 681
(twin plane commonly encountered in cassiterite, also known as ‘elbow
twin’) may be observed on this grain. Different zonation regions may be
observed on elemental mappings (EPMA), which are characteristic of low
and high trace element concentrations.

The use of Raman-in-SEM enables each region of the sample to be
located precisely. The SEM-CL detector allows precise positioning and
then Raman spectra can be collected on the sample for each area, i.e. two
different crystal orientations (main orientation and twin) and a strong
and a low trace element concentration region. As described by Wang
et al.,82 A1g band shift and An band intensity are related to trace element
concentration variations and the intensity of the B2g band is affected by
crystal orientation. Variations observed in this sample for Raman shift
and band intensity ratio are observed, correlated with trace element
zonation and crystal orientation.

In this example, the combination of SEM detectors and microanalysis
with Raman-in-SEM is clearly an advantage for precisely locating the

Fig. 23 Coupling SEM-EBSD, EPMA and Raman-in-SEM for characterizing trace element
distribution in cassiterite.
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different zones of the sample compared to a conventional micro-Raman
spectrometer.

Assessment for a natural environmental risk: natural occurrence of
asbestos. Another example is the use of analytical SEM for legal expert
assessments on asbestos, which is being standardized in many countries.

Asbestos is a group of six natural mineral fibres belonging to two
different mineral groups, serpentines and amphiboles. These fibres have
been extensively extracted and used for industrial applications on ac-
count of their physical properties. They have mainly been used as insu-
lators, for thermal insulation in buildings, fire retardant coatings,
fireproof drywalls, reinforcing fibres in cements, gaskets, etc. However, in
the early 1900s, a large number of early deaths and lung problems were
noticed in the asbestos mining industry. According to the WHO (World
Health Organisation), at least 100,000 deaths are caused by asbestos-
related diseases each year in the world. For this reason, it is now banned
in numerous countries, despite protests from major producing countries.

However, even if asbestos extraction and the production of products
containing asbestos are now heavily restricted by this ban, asbestos
still remains a public health issue. In fact, asbestos is primarily a group
of naturally occurring silicate mineral fibres that can be encountered
in nature in different geological settings. Therefore, good knowledge of
the distribution of these sites is necessary, both for populations
living in these areas and for human activities known to disperse fibres in
the atmosphere, such as mining activities in favourable geological
contexts.

As represented in Fig. 24, three items of information are needed,
namely: fibre morphology, composition and crystalline structure. Now,
all three can be obtained at the same time with Raman-in-SEM. Protocols
have been developed for asbestos as a manufactured material, which

Fig. 24 Overview of the characterization of asbestos in fibre form.
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mainly contains extracted and cleaned asbestos fibres (mainly chrysotile,
about 90% of the total asbestos used in industry). Standard analytical
protocols are routinely applied in specialized laboratories. These are
based on the use of Transmission Electron Microscopy coupled with EDS
microanalysis. Indeed, the contribution of TEM for this application has
been highlighted83,84 because TEM provides, on a unique sample prep-
aration, morphological information (TEM imaging), chemical infor-
mation (by EDS microanalysis) and structural information (electron
diffraction on unique fibres). But the problem is much more complex for
natural fibres in their geological context because of the presence of other
minerals that can occur in the same mineral group (i.e. serpentine or
amphibole) but cannot be classified as asbestos because of one or several
criteria (non-fibrous, fibrous but with different crystallisation growth,
cleavage fragments, etc.). For these samples, the combination of high
resolution FE-SEM, EDS microanalysis and Raman-in-SEM can be of
great interest, with SEM providing morphological information, EDS
providing chemical information and Raman providing structural
characterization.

Application of Raman-in-SEM to the characterization of components of
cosmetics. Cosmetics such as make-up or sun creams are a complex
mixture of different components such as minerals, metallic powders and
organic compounds. Many products use submicronic powders for the
potential value of their size in terms of optical or photochemical prop-
erties.85–87 Moreover, advanced nanotechnology allows the cosmetics
industry to customize multiscale textures with mineral ingredients to
extend the limits of the aesthetic and functional properties of cos-
metics.85 Their chemical and physical properties often differ from mac-
rometric materials, which is why they require a specific risk assessment
and a specific characterization approach. This should cover both health
risks of workers and consumers88 and potential environmental risks. The
characterization of such mixtures requires the ability to determine both
the elemental and structural chemistry of micrometric and submicro-
metric materials.

The characterization of commercial make-up from a well-known brand
was conducted using SEM and EDS. The make-up was deposited on a
silicon plate, using the brush supplied with the product, as it would be
done by the consumer. This analysis of the different particles that make
up the powder provides information on the morphology and chemical
composition of the individual components of the mixture (Fig. 25). Fillers
(talc, mica, alumina sheets, etc.), pigments (copper plates, mica sheets
coated with bismuth nanoparticles, etc.) or nanometric spheres were
identified. But no information could be obtained on the phase of the
particles. Then, structural chemistry information could be obtained by
Raman spectroscopy. However, the size of these powder particles means
conventional micro-Raman spectroscopy cannot be used. As an example,
the large plates (n1 1, 2, 3) in Fig. 25 are visible using optical microscopy,
but white submicronic particles (n1 4) cannot be observed and cannot be
analysed by micro-Raman spectroscopy.
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Raman-in-SEM was then applied to the characterization, enabling the
coupling of information from SEM imaging, chemical composition and
mineral phase identification.

Several items of information can be obtained in this way (Fig. 26).
Raman-in-SEM on the plate, the EDS analysis of which indicates that it

Fig. 25 SEM (BSE) image of a particle agglomerate in a make-up.

Fig. 26 SEM/Raman-in-SEM analysis of micrometric and sub-micrometric particles in a
make-up.

Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 79–116 | 109

 0
9:

59
:3

6.
 

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00079
https://iranchembook.ir/edu


appears to contain Al in its metallic form (very low oxygen peak), con-
firms that it is not made of alumina. The Raman spectra of the very small
white particles make it possible to identify them as anatase particles.
This information also helps to identify the origin of the titanium peak
observed in the EDS spectra of the aluminium plates.

6 Evolution of Raman-in-SEM and combination of
Raman spectroscopy and other techniques in the SEM

To date, commercial micro-Raman spectroscopy systems have been
coupled with SEM as ‘Point analysis Raman-in-SEM’. Many problems can
be solved in terms of chemical and structural material characterization.
However, if we look at the way elemental microanalysis has evolved,
EDS/WDS microanalysis has expanded from a point analysis on the first
electron microprobe to several other applications today (mapping, line
profiles, automatic particles/phases analysis, etc.), thanks to a stronger
combination with the SEM (development of SEM column and stage
control by the microanalysis software, fully integrated EDS/SEM systems
in ‘integrated mineral analyser’ systems). Then, the next step in the de-
velopment of Raman-in-SEM may be stronger integration, with Raman
mapping and line profiles in the SEM by controlling the SEM stage in the
Raman-in-SEM software (or Raman spectrum collection in the SEM
software). This function was first tested by A. Jambon and O. Bou-
douma46 on their ‘home-made’ on-axis system, but many problems arose,
such as focusing control, Raman spectra collection times, etc.

Another (and very interesting) perspective in the evolution of Raman-
in-SEM spectroscopy is also a stronger combination with elemental
microanalysis (i.e. EDS/WDS) for phase identification. For this aspect of
the technique, one can refer to the evolution of EBSD. At the beginning of
its development as a characterization method,23 EBSD was developed as
an electron diffraction tool for mapping well-known phases. This meant
that the phases were known before mapping and no confusion was
possible. Identification of phases by EBSD without prior EDS analysis was
difficult or impossible and in some cases phase mapping was impossible,
such as the mapping of materials made of a mixture of cubic phases,
which are difficult to differentiate by EBSD, especially when lattice par-
ameters are similar. Then fully integrated systems coupling EDS and
EBSD were developed and have proven their efficiency in phase identi-
fication and mapping.89 In such systems, EDS data collection is con-
trolled by EBSD software and elemental identification or elemental
mapping by EDS / WDS is used for EBSD pattern indexation. The transfer
of this idea to Raman-in-SEM spectroscopy is also a major step to a more
integrated and user-friendly analytical system, a sort of ‘analytical expert-
system’.

A final evolution may be considered regarding both SEM and Raman
spectroscopy development separately: Both SEM and Raman spec-
troscopy can now be associated with other techniques such as Atomic
Force Microscopy (AFM), micro-mechanical testing machines, etc. Such
systems are commercially available and their interest has been
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demonstrated in recent publications (see for example90–94). In addition
to specific SEM technical developments (resolution, detection, etc.),
an important part of development has been focused on the development
of the SEM as a micro-laboratory. Integration of coupled AFM-micro-
Raman spectroscopy in this analytical ‘micro-lab’ would be a coherent
development.

7 Conclusions and perspectives

As established by different authors, the use of Raman spectroscopy as-
sociated with electron microscopy and microanalysis offers many op-
portunities for characterizing both natural and synthetic materials.
However, the use of separate devices can be complicated in some cases,
especially for micrometric objects, dispersed particles or when images
from the optical microscope available on the conventional micro-Raman
spectrometer cannot be connected to the different imaging modes from
the SEM. The possibility of focusing a laser beam inside the SEM
chamber at the same point as the electron beam and with the same
resolution as EDS or WDS X-ray spectrometry (elemental microanalysis)
offers new opportunities for the characterization of such samples.
It strongly increases the precision of analyses using SEM imaging cap-
acities (resolution, variety of imaging modes) and combined elemental
and structural chemical data. For numerous applications, the use of
coupled Raman-in-SEM systems makes it possible to collect combined
data where separate devices would not be suitable for conducting such
analyses.

Studies carried out with coupled systems of this type demonstrate
the diversity of applications and samples that can benefit from such
characterization approaches compared to the conventional approach
consisting of two separate systems for SEM-EDS and micro-Raman
spectroscopy. Only a few studies showing the contribution of coupled
systems have been published to date, which mainly relate to the study of
biological and synthetic materials. However, the potential for appli-
cations in other areas, including geosciences, is important: micro-grains
or fibres, micro-inclusions in rocks, mineral alterations, zonation, pol-
luted soils, etc. These issues require fine chemical and structural char-
acterization at a micrometric scale and a multi-technique approach
based on separate systems is frequently not suitable. The use of com-
bined techniques based on Raman-in-SEM spectroscopy offers new
opportunities.

In addition, specific capacities of modern SEM could offer new per-
spectives by using or adapting other detectors (cathodoluminescence,
Transmitted Electrons detectors (STEM), micro-characterisation techni-
ques (EBSD) or in-situ applications (freezing and heating stages, micro-
mechanical testing systems, etc.).

Micro-Raman spectroscopy available in the SEM makes it possible to
precisely locate the point of interest using the different display modes
(SE, SBE, CL, etc.) available in scanning electron microscopy and SEM
nanometric resolution together with elemental microanalysis from EDS/
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WDS. This study has also demonstrated the perfect match between EDS
and Raman-in-SEM lateral resolution (micrometric). A more difficult
question is depth resolution for Raman spectroscopy, which is strongly
dependent on the optical system. If an off-axis system is equipped
with well-known objectives (�50 long working distance), then it is
possible to connect the confocality of such systems to conventional
micro-Raman spectroscopy with such objectives. For on-axis systems, it is
more difficult to evaluate, and studies need to be continued to evaluate
this aspect.

However, this study demonstrates the considerable analytical potential
of such combined systems for material characterization: in materials
with microscopic/submicroscopic heterogeneity, SEM imaging provides
morpho-chemical information through SE/BSE or CL imaging modes,
EDS/WDS provide elemental chemical information (qualitative/quanti-
tative analyses), and thanks to Raman-in-SEM, one has access to infor-
mation concerning structural chemistry, atomic structure, molecular
and crystal structure at the same scale as elemental microanalysis.
We can also conclude on the considerable potential in the combination
of Raman-in-SEM with crystallographic information from cathodo-
luminescence or EBSD available in the SEM. With a specific sample
holder drawing, Raman-in-SEM could be applied to STEM-in-SEM
microscopy. Finally, connecting Raman spectroscopy to FIB-SEM95 could
lead to a new type of 3D analysis.

Acronyms used in this chapter

BSE BackScattered Electrons (SEM imaging mode)
BF Bright Field (STEM imaging mode)
CRSEM Confocal Raman SEM (Hybriscant commercial system)
DF Dark Field (STEM imaging mode)
EBSD Electron BackScattered Diffraction
EDS Energy Dispersive Spectroscopy
EPMA Electron Probe Microanalyzer (equipped with WDS)
ESEM Environmental Scanning Electron Microscope (allowing

for a gaseous environment in the specimen chamber –
working under dry gas or H2O vapour pressure from a
few Pa up to more than 1 kPa allows for the option of
collecting electron micrographs of specimens that are
‘‘wet’’, uncoated or both)

LV-SEM Low Vacuum Scanning Electron Microscope (allowing
for a gaseous environment in the specimen chamber –
working under dry gas pressure from a few Pa to several
hundred Pa)

Raman often used as Raman Spectroscopy
SCA Structural and Chemical Analyser, interfaced with SEM

from Renishaw
SEM Scanning Electron Microscope
SE secondary electron (signal used to image the surface by

scanning the probe)
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STEM Scanning Transmission Electron Microscope (transmis-
sion configuration in the SEM)

TEM Transmission Electron Microscope
WDS Wavelength Dispersive X-ray Spectroscopy
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Structure-property correlations of
inorganic nanomaterials by different X-ray
related techniques
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Substantial development in the nanoscience and nanotechnology has been evinced in the
last few years due to the availability of sophisticated physical methods to characterize
nanomaterials. Among the various physical techniques, X-ray related characterizations are
superior for the understanding of the crystal structure, size, shape, composition and elec-
tronic structure of inorganic nanomaterials. These techniques include X-ray diffraction, small
angle X-ray scattering, X-ray reflectivity, pair distribution function analysis, X-ray photo-
electron spectroscopy, energy dispersive X-ray analysis and others. Characterization of the
nanomaterials includes not only the determination of size and shape but also the atomic and
electronic structures as well as other important properties. In this article we describe some of
the important X-ray related methods employed for characterization of nanostructures. In
order to provide a feeling for the use of these methods, a few case studies are given.

Introduction

Characterization of the inorganic nanomaterials is carried out at various
levels. The various aspects of characterization are: (a) structure, revealing
the crystallinity or otherwise of the specimen, crystal system, unit cell and
where possible (or necessary) atomic coordinates, bonding and electronic
structure, (b) chemical composition and compositional homogeneity of
the specimen, (c) impurities or doping that may affect the properties, and
(d) the nature and concentration of imperfections (defects) influencing the
properties. Generally, X-ray related techniques are superior than other
characterization methods to understand the structure-property correlation
in the inorganic nanomaterials. X-ray related characterizations of nano-
materials has a wide diversity, which includes: powder X-ray diffraction,
single crystal X-ray diffraction, small angle X-ray scattering, pair distri-
bution function analysis of high angle powder X-ray diffraction data, X-ray
reflectivity, X-ray photoelectron spectroscopy, energy dispersive X-ray an-
alysis and extended X-ray absorption fine structure. The structure of ma-
terials can be studied at different levels of sophistication, which include
crystal structure, microstructure, atomic-level structure and electronic
structure. X-ray diffraction is routinely used for determination of crystal
structure, but the use of synchrotron X-ray radiation, along with Rietveld
analysis have made these techniques more powerful. X-ray diffraction is
also used to obtain the average size of the nanocrystals by the use of the
Scherrer formula. Temperature and pressure dependent X-ray diffraction
provides important information of the phase transitions in inorganic
nanomaterials. X-ray scattering is an important technique to study the
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distribution of shapes and sizes of the nanocrystals. Pair distribution
function analysis of powder diffraction provides the bonding information
in amorphous solid and nanomaterials. Several techniques including X-ray
photoelectron spectroscopy (XPS) provide information on the electronic
structure of nanomaterials. This chapter discusses the different X-ray re-
lated characterization techniques, and how these techniques are used to
study the structure and property of various inorganic nanostructures.

Powder X-ray diffraction

Powder X-ray diffraction (PXRD) is the most essential tool employed for
characterizing the crystal structures. Evaluation of the crystal structure is
important even for the nanoscale materials.1,2 While the properties
might be affected by the structures on the nanometer scale, the crystal
structures are determined by the arrangement of atoms separated by
about 0.1 nm. The principle of powder XRD is based on the well known
Bragg’s law (l= 2dsiny). The most commonly used database for the
identification of crystal structures is the JCPDS-ICDD system. Rietveld
profile analysis3 of the experimental PXRD patterns gives information
about the space group and the structural parameters of materials.

ReO3 is an unusual metal oxide with a cubic structure, exhibiting
metallic conductivity.4 It is comparable to copper both in its appearance
and electronic properties. Metallic ReO3 nanocrystals exhibit a size
dependent surface plasmon band , similar to gold nanoparticles.5 The
structure of the ReO3 nanocrystals have been determined by powder XRD
followed by Rietveld profile analysis.5 It crystallizes in the cubic per-
ovskite (ABO3 with A cation vacant) structure with Pm-3m space group.
Hexagonal rod-shaped CoO nanocrystals are unstable in the bulk phase,
and have been identified by powder XRD (Fig. 1).6 Kinetic hexagonal CoO
nanocrystals synthesized by a low temperature solution phase synthesis,

Fig. 1 XRD patterns of (a) 11�40 nm rod-shaped and (b) 47 nm and (c) 83 nm pyramid-
shaped hexagonal CoO nanocrystals. XRD patterns of (d) 13 nm, (e) 24 nm, and (f) 33 nm
cubic CoO nanocrystals. Reprinted with permission from Seo et al. J. Am. Chem. Soc.,
2005, 127, 6188 & 2005 American Chemical Society.
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while thermodynamically controlled reactions resulted cubic CoO
nanocrystals. Park et al.7 have used metal-oleates as precursors for the
preparation of monodisperse Fe3O4, MnO and CoO nanocrystals. 1-
octadecene, octyl ether and trioctylamine have been used as solvents.
These metal oxide nanocrystals are initially characterized by PXRD. Cubic
form of Pb2�xSnxS2 have been stabilized through size reduction to the
nanoscale recently by Kanatzidis and coworkers.8 The cubic Pb2�xSnxS2

nanocrystals have been synthesized using a modified hot injection col-
loidal synthetic route. The x value is in the range 0.40oxo1. Even
though these compositions lie in a region of the PbS–SnS phase diagram
where no single phase exists, and despite the fact that PbSnS2 is a dis-
torted orthorhombic phase, the Pb2�xSnxS2 nanocrystals are single phase
solid solutions with cubic NaCl-type structure. The phase was charac-
terized by PXRD studies as well. PXRD patterns of the Pb2�xSnxS2

nanocrystals revealed the long-range crystalline nature of the particles
with cubic rock salt symmetry (Fm3�m space group), Fig. 2. This result is in
contrast with the bulk PbSnS2 that normally crystallizes in an ortho-
rhombic space group (Pnma). The diffraction patterns are shifted to lar-
ger 2y values with respect to the powder pattern of pure cubic PbS
suggesting a cell contraction consistent with the incorporation of Sn
into the PbS lattice. Furthermore, a series of novel rock-salt-type

Fig. 2 Cubic (A) and orthorhombic (B) crystal polymorphs of PbSnS2 showing the
structural relationship through a compression along the b–c plane and an elongation
along the a-axis (arrows). The 3.045 Å distance is the average Pb/Sn–S bond length found
in the cubic structure. (C) Powder X-ray diffraction pattern of the Pb2�xSnxS2 nanocrystals
prepared at different lengths of reaction time: (a) 30 s, (b) 60 s, and (c) 120 s. Black lines
represent the simulated PXRD pattern of bulk PbS. Line below (a) represents the simulated
PXRD pattern of bulk PbSnS2. Reprinted with permission from Soriano et al. J. Am. Chem.
Soc., 2012, 134, 3228 & 2012 American Chemical Society.
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PbmSb2nTemþ3n nanocrystals (m = 2, 3, 4, 6, 8, and 10; n = 1 and 2) have
been synthesized using a colloidal synthesis route.9 These materials are
stable only on the nanoscale and have no bulk analogues. The powder
X-ray diffraction patterns of the as-synthesized PbmSb2nTemþ3n nano-
crystals show high crystallinity with the characteristic cubic rock-salt
structure belonging to the Fm3�m space group. Ternary silver bismuth
sulfide, AgBiS2, is a typical member of the I–V–VI2 family. At room tem-
perature, bulk AgBiS2 crystallizes in hexagonal phase (space group, P-3m1)
and transforms to cubic rocksalt structure (space group, Fm-3m) at around
B473 K. High temperature cubic bulk AgBiS2 possesses disordered Ag and
Bi atoms (Fig. 3(a)). Cubic, bulk AgBiS2 possesses very low thermal con-
ductivity, which has immense importance in the field of thermoelectric
energy conversion. High temperature rocksalt phase of AgBiS2 and
AgBiS2�xSex (x = 0.05–0.1) have been kinetically stabilized at room

Fig. 3 (a) Crystal structure of the high temperature cubic phase of AgBiS2 with disordered
Ag/Bi positions. (b) XRD patterns of as prepared AgBiS2 and AgBiS2�xSex nanocrystals
along with cubic bulk AgBiS2. Reprinted with permission from Guin et al. Chem. Mater.,
2013, 25, 3225 & 2013 American Chemical Society.
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temperature in the nanocrytals (B11 nm) by simple solution based syn-
thesis.10 Experimental evidence for this derives from PXRD (Fig. 3 (b)) and
many other techniques. Similar kinetic stabilization of polytype phases are
rare and have been observed only in few semiconductors where a meta-
stable phase is accessed on the nanoscale as, for example, in wurzite
MnSe,11 Cu2SnSe3,12 CuInS2,13 and orthorhombic MnAs.14

In general, the XRD peaks of nanocrystals are much broader compared
to those of the bulk. Evaluation of the average crystallite size by using the
Scherrer formula is one of the important applications of powder XRD in
the study of nanomaterials:

t¼ 0:9l
B cos yB

(1)

where, t is the size of nanocrystals (in Å), l the X-ray wavelength and yB the
Bragg angle. B is the measured peak width in radians at the full width of
half maxima. For example, in the case of nanocrystals of MnO,15 CoO,16

NiO, CdS, CdSe,17 PbS and GaN,18 Rietveld profile analysis and the
Scherrer formula have been employed to determine the structure and
average particle size. In the case of doped nanomaterials, it is often pos-
sible to obtain the extent of doping by the shifts in the XRD reflections.
While XRD is a routine technique, carried out with standard laboratory
diffractometers, it is necessary to use synchrotron X-rays to obtain better
resolution and sensitivity for many of the materials such as metal oxides.

An indication of the anisotropic growth of the nanostructure can be
obtained through the analysis of the intensity difference in the XRD peaks.
If the nanostructures prefers to grow in the one dimension (nanorod or
nanowire), crystal planes involved in such growth show high intensity peak
in PXRD. This was observed in the case of ZnO and GaN nanostructures.
Interestingly, 2–3 layered MoS2 does not show any (002) reflection in
PXRD.19 A similar kind of lowering of the intensity of (001) plane in XRD
has been observed for a few layer Bi2Se3 two-dimensional sheet.20 The low
intensity of (001) reflections relative to those of bulk counterpart indicate
reduced periodicity along the crystallographic c-axis.

Nanoscale inclusions in bulk materials can dramatically suppress the
lattice thermal conductivity by scattering the longer wavelength heat-
carrying phonons, as in PbTe-SrTe21,22 or PbTe-PbS,23,24 which resulted in
a high thermoelectric figure of merit. The system (PbTe)1�x-(PbS)x is ,in
fact, nanostructured (and not a solid solution) over a wide range of
concentrations. It exhibits spinodal decomposition and or nucleation
and growth, depending on x. Analysis of this phase separation behavior
have examined by high resolution temperature dependent PXRD using
synchrotron X-ray sources (Fig. 4).25 For the PbTe–PbS 8% sample, PbS
reflections become visible above 250 1C (Fig. 4(a)). The region of immis-
cibility is roughly in the range of 200 to 500 1C. The temperature of dis-
solution of PbS, at approximately 500 1C, is in close agreement with the
phase diagram. For the PbTe–PbS 30% sample, a significant precipitation
of PbS is observed between 250 and 700 1C (Fig. 4 (b)). Additionally, above
B550 1C the movement of the sample from the spinodal to the nucle-
ation and growth region results in increased dissolution of S into PbTe
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and Te into PbS, contracting the PbTe and expanding the PbS lattices, in
agreement with the lever rule.23,25

In-situ temperature dependent PXRD is a valuable tool to monitor the
phase transition in nanocrystalline solids. AgBiSe2, as a typical member
of I–V–VI2 compounds with phase transition behavior,and it’s tempera-
ture-dependent structural evolution is well-known as shown in Fig. 5(a).26

At room temperature, AgBiSe2 is a p-type semiconductor and crystallizes
in the hexagonal phase with lattice parameters a = 4.18 Å and c = 19.67 Å
(space group P3�m1). As the temperature increases, AgBiSe2 is observed
to undergo continuous phase transition to rhombohedral phase around
410 K and then to cubic phase around 580 K. This reversible phase
transition is undergone, from a high temperature cubic phase, to an
intermediate temperature rhombohedral structure B560 K and then to a
low-temperature hexagonal phase B393 K as temperature decreases. In
the intermediate temperature rhombohedral phase (space group R3�m
with lattice constants a = 7.022 Å and a= 34.51), ordering of Ag and Bi
atoms takes place in quite distinguishable positions, while in the high
temperature cubic phase (space group Fm3�m with lattice constants

Fig. 4 (a) In situ high-temperature PXRD of PbTe–PbS 8% solid-solution alloys. The
precipitation of PbS is evidenced by the appearance of PbS (111), (200), and (220) re-
flections between 200 and 500 1C. At temperatures W500 1C, the PbS redissolves into the
PbTe matrix, re-forming a solid solution. (b) In situ high-temperature PXRD of PbTe–PbS
30% solid-solution alloys. The higher PbS concentration produces a region of immiscibility
between 250 and 750 1C. At temperatures W750 1C, the PbS redissolves into the PbTe
matrix, re-forming a solid solution. Reprinted with permission from Girard et al. Adv. Func.
Mater, 2013, 23, 747 & 2013 Wiley-VCH Verlag GmbH & Co. K GaA, Weinheim.
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a = 5.832 Å), the Ag and Bi atoms are fully disordered. X-ray diffracto-
grams from synthetic AgBiSe2 nanocrystals (Fig. 5(b)) exhibit peaks cor-
responding to the hexagonal structure with space group of P3�m1.26

Temperature-dependent XRD patterns show the structural transition from
the rhombohedral to the cubic phase. While the hexagonal-rhombohedral
phase transition was not differentiated in the temperature-dependent XRD
patterns. This proves that the atoms slightly shift, rather than rearrange
during this phase transition. Ag2Se crystallizes in the orthorhombic phase at
room temperature,and is a narrow-band gap semiconductor with two
crystallographically distinct silver atoms,In the high-temperature cubic
phase, a-Ag2Se, the selenium sublattice is ordered in a bcc lattice while
silver atoms are statistically distributed over several interstitial sites,
through which Agþ cations can move easily and show superionic conduct-
ivity.27 Detailed insight into the phase transition behavior of Ag2Se nano-
crystals has also been obtained from the temperature-dependent PXRD.28

Pressure induced phase transition in nanocrystalline materials is an
exciting topic in solid state chemistry and can be monitored by studying
the pressure dependent powder X-ray diffraction. CdSe nanocrystals
show a wurtzite to zinc blende phase transition at an increasing pressure
of 6.3 GPa, which is twice the pressure increase of about 3 GPa for bulk
CdSe.29 Pressure-induced phase transitions in the nanocrystals of ReO3

with an average diameter of B12 nm have been investigated in detail by
using synchrotron x-ray diffraction . The results compared with the bulk
samples of ReO3.30 The study shows that at ambient-pressure, cubic I
phase (space group Pm-3m) transforms to a monoclinic phase (space
group C 2/c), then to a rhombohedral I phase (space group R-3c), and
finally to another rhombohedral phase (rhombohedral II, space group R-
3c) with increasing pressure over the 0.0–20.3 GPa range (Fig. 6(A)). The
cubic I to monoclinic transition is associated with the largest volume
change (B5%), indicative of a reconstructive transition (Fig. 6(B)). The
transition pressures are generally lower than those known for bulk ReO3.
The cubic II (Im-3) or tetragonal (P4/mbm) phases do not occur at lower

Fig. 5 Crystal structural evolution among hexagonal, rhombohedral, and cubic phase of
AgBiSe2. (b) Temperature-dependent XRD patterns for AgBiSe2 nanocrystals. Reprinted
with permission from Xiao et al. J. Am. Chem. Soc., 2012, 134, 18460 & 2012 American
Chemical Society.
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pressures. The nanocrystals are found to be more compressible than bulk
ReO3. On decompression to ambient pressure, the structure does not
revert back to the cubic I structure.

Fig. 6 (A) High-pressure energy dispersive experimental XRD patterns of the B12 nm
ReO3 nanocrystals along with Rietveld fits and difference patterns at (a) 0.0, (b) 0.6, (c) 1.7,
(d) 5, (e) 6.7, (f) 14.2 and (g) 20.3 GPa respectively in the compression process. (B) Relative
volume vs. pressure curve for different phases of ReO3 nanocrystals in the compression
(filled symbols) and decompression (open symbols) experiments in the 0.0–20.3 GPa
pressure range. Cubic I (squares), monoclinic (circles), rhombohedral I (triangles) and
rhombohedral II (inverted triangles). The top inset compares the phase transition data of
the nanocrystals under compression with the data on bulk ReO3. Stars are used to rep-
resent the cubic II phase identified in the case of bulk sample. The bottom inset shows the
magnified 0.0–4.0 GPa region. Reprinted with permission from Biswas et al. J. Phys.:
Condens. Matter, 2007, 19, 436214 & 2007 IOP Publishing.
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Small angle X-ray scattering

Small angle X-ray scattering (SAXS) enables the evaluation of the size of the
small particles or the modulation of the electron density in the scale range
from several nm to 100 nm, by analyzing the scattered intensity of X-rays in
a small angular range from about 0.1 to 31.31,32 In contrast to XRD, SAXS can
be applied not only to the crystalline materials but also to the amorphous
materials, polymers and biomolecules. The SAXS intensity depends on the
electron density (r), the structure factor [S(q)], and the form factor (F(q)) of
the particle, where q¼ 4p sin y=l is the scattering vector, y is the scattering
angle and l is the wavelength of the X-ray.31,32 The most basic application of
SAXS is in the evaluation of the particle size, shape, orientation and size
distribution in dilute dispersions, where the particle-particle correlation
factor [S(q)] is negligible. In order to evaluate the particle size distribution,
experimental SAXS data are generally fitted to a theoretical model.

SAXS can be used as an effective means to track the in-situ
growth of nanocrystals in solution. The growth of gold nanocrystals pre-
pared by the reduction of tetrachloroauric acid (HAuCl4) by tetra-
kis(hydroxymethyl)phosphonium chloride which allows slow reduction,
has been investigated by SAXS.33,34 In-situ SAXS measurements on the gold
hydrosols prepared with different concentrations of HAuCl4, have been
carried out over the 10–700 min range with an exposure time of 600 sec in
order to obtain good signal-to-noise ratios. Figure 7(a) and (b) show in-
tensity vs. scattering vector plots in the logarithmic scale for different times
of growth in the case of gold hydrosols prepared respectively with 125mL
(0.006 mmol) and 375mL (0.018 mmol) of 50 mM HAuCl4 solutions. In order
to estimate the average diameter and diameter distribution of gold nano-
crystals, the experimental data has been fitted to the spherical form factor
model. The scattering contrast for X-rays is given by the electron density
difference between the particle and the solvent. Since gold has higher
contrast than the solvent, only the gold particles were considered for the
analysis. In the case of a diluted assembly of spherical particles, neglecting
particle-particle interaction, the scattering intensity is given by equation 2,

IðqÞp
Z

f ðRÞVðRÞ2Pðq;RÞdR (2)

where V(R) and P(q, R) are the volume and form factor respectively of
a sphere of radius R. The form factor of the sphere is given by equation 3,35

Pðq;RÞ¼ 3fsinðqRÞ� qR cosðqRÞg
ðqRÞ3

" #2

(3)

where, q is the scattering vector, and R the radius of the sphere. To obtain
the particle size distribution, Gaussian distribution, f(R) has been used (see
equation 4),

f ðRÞ¼ 1

s
ffiffiffiffiffiffi

2p
p e� ðR�R0Þ2=2s2½ � (4)

Least square refinement yielded two parameters, R and s where the
latter is the standard deviation. The solid curves in the Fig. 7 are the

Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 117–140 | 125

 0
9:

59
:3

8.
 

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00117
https://iranchembook.ir/edu


sphere model fits of the experimental SAXS data. The fits with the ex-
perimental patterns yielded the average diameter and the diameter dis-
tributions for different growth times. Average diameter of gold
nanocrystals prepared with three different concentrations of HAuCl4

against time has been given in Fig. 7(c). The growth of the nanocrystals
does not follow the diffusion-limited Ostwald ripening,33,34 and instead
follows a sigmoidal rate curve. The growth of capped CdSe and CdS
nanocrystals formed by the reaction of selenium or sulphur with cad-
mium stearate in toluene solution in the presence of dodecanthiol or

Fig. 7 SAXS data for the growth of gold nanocrystals prepared from the solution of (a)
125mL (0.006 mmol), and (b) 375mL (0.018 mmol) of 50 mM HAuCl4 after different times of
the reaction. Solid lines are the spherical model fits to the experimental data. (c) Time
evolution of the average diameter (D) of the gold nanocrystals obtained from SAXS for
different concentrations of HAuCl4 (solid symbols). Solid curves represent the sigmoidal
growth model fits to the experimental data. Dotted curve is the Ostwald ripening model fit
to the experimental data. Reprinted with permission from Biswas et al. Small, 2008, 4, 649
& 2008 Wiley-VCH Verlag GmbH & Co. K GaA, Weinheim.
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trioctylphosphine oxide and tetralin has also been investigated by using
time a dependent SAXS study.36 Growth of CdSe and CdS nanocrystals
having contributions from both diffusion and surface reaction, with a
D3þD2 type behavior, independent of the capping agent. Sarma and
coworkers37 report the growth kinetics of CdS and ZnS nanocrystals by
small angle X-ray scattering (SAXS) which do not follow the Ostwald
ripening model. These workers also report the growth kinetics of the ZnO
nanocrystals in the absence of any capping agent to deviate from dif-
fusion-controlled Ostwald ripening.38,39

Capping agent dependent growth kinetics of ZnO nanorods in solution
by time dependent SAXS measurement has been investigated by Rao and
co-workers.40 Under the reaction conditions employed, the length of the
nanorods varies significantly with time, while the diameter varies only
slightly. Based on this observation,a cylindrical shape for the nanorods
was assumed to analyze the SAXS data. A cylinder is a close approxi-
mation of a hexagonal rod. In order to estimate the average length and
diameter of ZnO nanorods, experimental data were fitted to cylinder
model. The form factor of the cylinder is that due to Fournet:41,42

Pðq;R; LÞ¼
Z

p=2

0

2J1ðqR sin aÞ
qR sin a

sinðqL cos a=2Þ
qL cos a=2

� �2

sin ada (5)

Here, q is the scattering vector, R the radius of the cylinder, L the length
of the cylinder, a the orientation dependent parameter (angle between
scattering vector and cylinder long axis) and J1(x) is the first order Bessel
function of the first kind. Length and diameter distribution in the scat-
tering cross section were not introduced in the equation because the
form factor amplitude of a cylinder is a more complicated function of
length, diameter and the orientation of the cylinder than the form factor
amplitude of a spherical model where the diameter is the only variable.
The growth of the nanorods mainly occurs by the diffusion of monomers
from solution to the nanorod surface or by the reaction at the surface
where units of the diffusing particles get assimilated into the growing
nanorods. Diffusion and surface reaction are the two limiting cases in the
growth of nanorods. In the absence of a capping agent, the nanorod
growth is essentially controlled by diffusion, supported by the goodness
of fit of L(t) data to diffusion-limited growth model. Presence of capping
agent gives rise to a diffusion barrier. As a result, the contribution of the
surface reaction becomes more prominent. The growth of capped
nanorods occurs through a combination of diffusion and surface re-
action processes. There is no barrier present to limit the diffusion pro-
cess in the case of uncapped nanorods.

In order to understand the particle-particle correlation (where S(q) has
major role) in nanoregime SAXS has recently been used extensively. In the
case of formation of nanocrystalline gold films at the toluene–water
interface, SAXS has been utilized to study the aggregation process.43 The
measurements provided direct evidence for the formation of 1.2 gold nm
particles with a particle-particle distance of 2.3 nm. The fractal structure
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of these organic-capped nanoparticles was found to change as the re-
action progresses. Nanoparticles can be combined with nucleic acids to
programme the formation of three-dimensional colloidal crystals where
the particles’ size, shape, composition and position can be independently
controlled.44,45 SAXS has been used extensively to determine the crystal
structure of these three-dimensional colloidal crystals (Fig. 8).44

Pair-distribution function analysis

In many of the materials, especially those with intermediate range
order, structural coherence dies out on a nanometer scale, making it
difficult to obtain structural solutions by standard crystallographic
techniques. Significant advances have been made recently on the use of
atomic pair distribution function (PDF) analysis of powder diffraction
data coupled with the use of advanced high energy X-rays and fast
computers.46 The PDF technique makes use of the Fourier relationship
between the diffraction intensities and the real-space arrangement of
pairs of atoms.

The pair distribution function can be defined in real-space in terms of
the atomic coordinates. Since the peaks in the PDF arise from pairs
of atoms in the material, a peak shifted to a lower-r indicates that the pair
of atoms has a shorter bond. PDF analysis of X-ray diffraction data which
account for both the Bragg and the diffuse components of scattering are
used to solve structures of nanomaterials, amorphous materials and gels
which cannot otherwise be examined by traditional crystallographic
techniques. PDF analysis gives local structural information on a material
which cannot be obtained by crystallography.

In Fig. 9 shows the PDF data of fluorothiol-capped gold nanparticles of
4 nm diameter.47 The PDF pattern is attenuated compared with bulk
gold, due to the finite size of the nanocrystals. In the nearest region of the
PDF (lower part of Fig. 9), we see two distinct peaks. The sharp intense
peak at 2.8 Å is due to the shortest Au–Au distance and the peak at 2.4 Å is
due to the Au–S (gold to capping thiol) distance. It is possible to obtain
other structural information such as the lattice parameters based on
model fits to the experimental data. PDF analysis can be used to deter-
mine the internal atomic ordering, and also to assess the geometry of
nanocrystals. In particular, they provided very detailed structural infor-
mation for g-Fe2O3 spherical and tetrapod-shaped nanocrystals, which
can be used to explain their growth mechanism as well as their magnetic
properties.48 PDF analysis on the PbSnS2 nanocrystals have been per-
formed in order to verify that their short and medium range structure
was indeed cubic and not locally distorted as in orthorhombic PbSnS2.8 It
has been pointed out previously that it is possible for the long-range
structure suggested by PXRD to be different from the short-range local
structure and PDF analysis is key to resolving such issues.46,49 The ex-
perimental PDF plots and the corresponding fits of the cubic model of
the Pb2�xSnxS2 nanocrystals prepared in 30, 60, and 120 s have been
shown in Fig. 10. All three reaction conditions gave nanocrystals with the
same cubic structure as indicated from the excellent agreement of the fits
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Fig. 8 a–f, 2D and radially averaged 1D SAXS patterns of: Quantum dot-programmable atom equivalent (PAEs) in (a) fcc and (b) bcc structure; dodecanthiol
capped Au-PAEs in (c) fcc and (d) bcc arrangements; Fe3O4-PAEs in (e) fcc and (f) bcc arrangements. Experimental data are shown in upper panel, and predicted
scattering patterns are shown in lower panel. For each pattern, a unit cell is shown of the corresponding crystal symmetry and particle composition. Reprinted with
permission from Zhang et al. Nature Mater., 2013 , 12 , 741. & 2013 Nature Publishing Group.
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(solid lines) with the experimental PDF data (open circles). The first ob-
served interatomic vector in the experimental PDF at around 3 Å is
characteristic of the M–S bond (M = Pb/Sn) in the rock salt structure
while the corresponding M–S bonding distances in the distorted ortho-
rhombic model are much shorter at B2.61 and 2.66 Å (Fig. 2(a)). Local
structure of PbmSb2nTemþ3n nanocrystals have also been found by PDF
analysis.9

MoS2 is the key catalyst for the removal of sulfur from crude oil
(hydrodesulfurization). Pristine MoS2 is perfectly crystalline and consists

Fig. 9 (Upper) PDF of gold nanocrystals at 15 K. The filled circles represent the experimental
data and the solid gray line the model PDF. (Lower) shows the nearest neighbor region of the
PDF. A structural feature can be seen at r = 0.235 nm marked by arrow. Reprinted with
permission from Page et al. Chem. Phys. Lett., 2004, 393, 385 & 2004 Elsevier.

Fig. 10 PDF plots of the Pb2�xSnxS2 nanocrystals prepared in 30, 60, and 120 s. Ex-
perimental data are shown in open circles, and the corresponding fits of the cubic NaCl-
type model are shown in solid lines. The fit of the cubic structure is in excellent agreement
with the experimental data. Reprinted with permission from Soriano et al. J. Am. Chem.
Soc., 2012, 134, 3228 & 2012 American Chemical Society.
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of layers of Mo-S6 trigonal prisms held together by van der Waals
forces. LiMoS2 has Li intercalated between the MoS2 layers. It is im-
portant as a precursor of stable MoS2 colloids used to prepare a variety of
lamellar nanocomposites. Despite being extensively studied the structure
of LiMoS2 has not been determined. The reason is that, on Li intercal-
ation, pristine MoS2 is dramatically modified resulting in a product that
is too poorly diffracting to allow a traditional structural determination.
The approach of atomic PDF analysis have been used because of the lack
of well-defined Bragg peaks due to the short structural coherence B50 Å
in this intercalation compound.50 The reduction of Mo by Li results in
Mo–Mo bonding with the formation of chains of distorted Mo-S6

octahedra.
Aerogels are a unique class of porous materials that are largely com-

posed of randomly interconnected nanoparticles. Aerogels possess low
density and high internal surface area, which leads to potential appli-
cations such as catalysis, separations, sensing devices, and charge stor-
age. Chalcogenide cluster-based aerogels, nicknamed chalcogels, are a
new class of porous materials and have been made using a simple me-
tathesis reaction between cationic transition-metal linkers and anionic
chalcogenide clusters.51 Understanding the structure by normal PXRD of
is really difficult task due to absence of long rage ordering in this class of
materials. PDF analysis of the total X-ray scattering pattern have been
provided useful information of the local structure and building blocks
(molecular fragments) such as the ZTS-cg materials.52

X-ray reflectivity

A toluene–water interface has been exploited to form two-dimensional
aggregates of nanocrystals of metals, metal sulfides, and other materials
at the interface by clever choice of interfacial chemistry.53–55 The film of
nanoparticles produced at the liquid-liquid interfaces is expected to be
very thin because it is known that water ‘‘fingers’’ and organic ‘‘fingers’’
protrude into one another only by around 10 Å, lasting for tens of
picoseconds, to facilitate interfacial chemical reactions. Sanyal and co-
workers have studied the in situ formation and ordering of gold nano-
particles at the water–toluene interface using high-energy synchrotron
X-ray reflectivity techniques.56 Gold nanocrystals have been formed at the
toluene–water interface by the reaction between a metal-organic com-
pound triphenylphosphine gold chloride, Au(PPh3)Cl (P�phosphorus,
Ph�phenyl), in the toluene layer and the reducing agent, tetra-
kishydroxymethylphosphonium chloride (THPC), in the aqueous layer.
Six reflectivity curves collected at different time after the initiation of the
reaction are shown in Fig. 11(a). Insets of Fig. 11 (a) and (b) show the
reflectivity data and electron density profile of the controlled toluene–
water interface, respectively. The oscillations in the measured reflectivity
curves indicate the presence of a thin film at the toluene–water interface.
These curves have been fitted using an iterative inversion technique
based on the Born approximation.56 The inversion scheme is based on
recursive Fourier transform (FT) and inverse Fourier transform (FT�1) of
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the equation relating the model electron density profile (rm(z)) with
actual electron density profile (re(z)) as

reðzÞ¼ FT � 1

ffiffiffiffiffiffiffi

Re

Rm

r

Z

r0mðzÞ expðiqzzÞdz

� �

(6)

Here, Re is the experimental reflectivity curve and Rm is the model re-
flectivity curve calculated from the model profile rm(z) by the standard
slicing technique. In each iteration, rm(z) is replaced by re(z) obtained
from the above equation and the process was continued until Re and
Rm become indistinguishable. The water–toluene profile (with a small
increase in toluene density due to presence of Au(PPh3)Cl to match the
critical angle) have been used (inset of Fig. 11(a)) as the initial rm(z). The
extracted final electron density profiles, for these six reflectivity data,
which always take the value of water density toward the end of the film,
are shown in Fig. 11(b). The dip in reflectivity data around 0.123 Å�1 and
the subsequent modulation require a strong peak in electron density
around 70 Å above the water surface. The width of this peak and the
simple model shown in Fig. 11(b) suggest the size of the uppermost gold

Fig. 11 (a) Variation of reflectivity and fits as function of qz after initiation of the toluene–
water-interface reaction (194 min; 224 min; 253 min; 283 min; 312 min and 364 min) and
the fits (solid lines). The reflectivity (dashed line) generated from the simple box model is
also shown. Inset: The reflectivity data from the toluene–water interface and its fit (solid
line). (b) The electron density profiles (EDPs) as function of depth obtained from fitting.
Positions of the two upper peaks as measured from the water interface (dashed line) 70 Å
and 40 Å are marked. A simple model without (dashed line) and with roughness con-
volution (solid line) are also shown. (c) Three-dimensional schematics of the proposed
model that involve a 13-member cluster of organic capped gold nanoparticles at the
toluene–water interface are shown along with the two-dimensional schematics of an
individual nanoparticle and a cluster. (e) Two-dimensional schematics for the same model
is also shown along with the three-layered electron density profile as a function of depth
obtained from the fitting of specular reflectivity data. Reprinted with permission from
Sanyal et al. J. Phys. Chem. C, 2008, 112, 1739. & 2008 American Chemical Society.
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particle to be around 12 Å. There is a broad composite structure around
the middle of the film (marked as 40 Å) and a small hump just before
reaching the water density. These three layers have a vertical separation
of about 30 Å from each other. The electron density between these layers
takes the value (B0.32 electrons/Å3) of a typical organic material. The
electron density of the uppermost layers decreases, and the peak electron
densities of all of the peaks tend to become equal as time progresses, but
the separation of the layers remain nearly constant. The profiles obtained
in Fig. 11(b) with continuous reduction of electron density of the
uppermost layer have been explained assuming coexistence of a mono-
layer of individual nanoparticles having around a 12 Å gold core, with an
11 Å organic shell, and a layer of a 13-member ‘‘magic cluster’’ of these
nanoparticles. With the progress of reaction, the number of individual
nanoparticles is reduced and only the monolayer of the ‘‘magic cluster’’
remains at the toluene–water interface.

The authors have concluded by an in-situ X-ray reflectivity study that a
monolayer of clusters having 13 gold nanoparticles of 12 Å diameter, with
large (180 Å) in-plane cluster–cluster separation, forms at the toluene–
water interface (Fig. 11(c)). The electron density of such aligned clusters
exhibited three layers along the depth with the central electron density
values of 0.33, 0.37, and 0.33 electrons/Å.3 Reflectivity measurements
confirmed the presence of three layers with the lower two layers showing
slightly less than the calculated values probably due to partial coverage.
The presence of low electron densities in between these peak values
confirms the monodispersity of these aligned clusters. The higher elec-
tron density of the top peak indicates the presence of individual gold
nanoparticles with these clusters (Fig. 11(d)).

X-ray reflectivity has also been used to study the formation and growth
of single crystalline CuS film at organic aqueous interface.57 Formation of
CuS crystals at the organic-aqueous interface occurs through self-
assembly of nanocrystallites, which were formed at the interface within a
few minutes of reaction. In situ x-ray reflectivity measurements showed
that the thickness of the composite nanofilm was around 27 nm over the
entire reaction time, involving several hours, and the thickness of CuS
rich layer was around 6 nm.

X-ray photoelectron spectroscopy

X-ray photoelectron spectroscopy (XPS) is a quantitative technique that
measures the elemental composition, empirical formula, chemical state
and electronic state of the elements that exist within a nanomaterial.58

XPS spectra were obtained by irradiating a given material with a beam of
Al or Mg X-rays while simultaneously measuring the kinetic energy and
number of electrons that escape from the top 1 to 10 nm of the material.
XPS requires ultra-high vacuum. For example, XPS analysis of B-C-N
nanotubes indicates the presence of B and N in the carbon nanotubes
and gives the composition to be BC28N.59 Photoelectron spectroscopy is
subdivided in two parts, depending on the exciting radiation. XPS using
soft X-rays (200–2000 eV) to examine core levels (inner-shell electrons)
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while UV photoelectron spectroscopy (UPS) employs UV radiation to in-
vestigate valance levels (outer-shell electrons). Thus, the valence bands
and changes in the Fermi level of materials are effectively studied by UPS.

XPS has been used extensively to determine the doping element and
content in the nanostructured materials. For example, nitrogen and
boron doping in graphene have been identified by XPS.60 Doping amount
were 1.4% and 3.4% for nitrogen and boron in graphene respectively.
X-ray photoelectron spectra of nanocrystalline AgBiS2 and AgBiS1.92Se0.08

confirms the presence of Se in solid solution nanocrystals (Fig. 12). Two
strong peaks at 367.8 and 373.7 eV (Fig. 12(a)) with a peak splitting of
5.9 eV were observed due to Ag 3d5/2 and Ag 3d3/2 levels, which is con-
sistent with the standard Ag(I). The peaks at 158.3 and 163.7 eV corres-
pond to Bi 4f7/2 and Bi 4f5/2 (Fig. 12(b)). The binding energy of S 2s was
located at 225.3 eV (Fig. 12(c)). Peaks at 54.1 and 57.1 eV assigned to Se
3d5/2 and Se 3d3/2 levels (Fig. 12(d)), respectively, suggest the incorpor-
ation of Se in the S sublattice of AgBiS2.Variable photon energy XPS have
been used to understand the internal hetero structure of luminescent
ZnS/CdSe/ZnS quantum-dot-quantum-well structures.61 X-ray photo-
electron spectroscopy can provide layer-resolved information on the in-
ternal structure of highly complex heterostructured nanocrystals because
of the technique’s extremely short depth of probing that matches the
dimensions of such nanocrystals. This short depth, characterized by
the inelastic mean free path of photoejected electrons, can be varied
by changing the photon energy over the wide range available from a

Fig. 12 XPS spectra of as prepared AgBiS2 and AgBiS1.92Se0.8 nanocrystals. (a) Ag 3d, (b) Bi
4f, (c) S 2s, and (d) Se 3d spectra. Reprinted with permission from Guin et al. Chem. Mater.,
2013, 25, 3225 & 2013 American Chemical Society.
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high-brilliance synchrotron source, thereby making quantitative analysis
possible. The internal structure of the composite nanocrystals was shown
to consist of a graded alloy core whose composition gradually changes
from ZnS at the very center, to CdSe at the onset of a CdSe layer. The outer
shell is ZnS with a sharp interface.

Topological insulators are spin Hall quantum phases with metallic
surface states, embedded within an insulating band gap. They resist
electron back-scattering even at defects, offering low dissipation charge
transport at the surface.62,63 These exotic surface states were experi-
mentally realized in Bi2Se3 and Bi2Te3 in the form of a gapless single
Dirac cone.64,65 The first predicted material was a BixSb1�x alloy, whose
surface electronic band structure was directly confirmed by angle-
resolved photoemission spectroscopy (ARPES). In ARPES, electrons in the
crystal are ejected by high-energy photons, whose energy and momentum
are measured and used to obtain the electronic band structure. A key
advance was the prediction and experimental confirmation of topological
insulators in layered binary chalcogenides, including Bi2Se3, Bi2Te3 and
Sb2Te3 (Fig. 13); their helical spin texture was later verified by spin-
resolved ARPES. In this figure, G-point is the centre of the Brillouin zone
and M, K are high symmetry points on the zone boundary.

Energy dispersive X-ray analysis

Energy dispersive X-ray spectroscopy (EDS or EDAX) is used mainly for
elemental analysis or chemical characterization of samples.66 The tech-
nique is based on the fact that every element has a unique atomic
structure and that X-rays characteristic of different atomic structures are

Fig. 13 High-resolution ARPES measurements of surface electronic band dispersion on
Bi2Se3(111). Electron dispersion data measured with an incident photon energy of 22 eV
near the G-point along the (a) G–M and (b) G–K momentum-space cuts. Reprinted with
permission from Xia et al. Nature Phys., 2009, 5, 398. & 2009 Nature Publishing Group.
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readily distinguished from one another. The incident electron beam ex-
cites an electron in an inner shell, causing its ejection and in the for-
mation of an electron hole in the electronic structure of atom. An
electron from a higher-energy (outer) shell fills the hole, and the differ-
ence in energy between the higher-energy shell and the lower energy shell
gets released in the form of X-rays. The X-rays so released is analyzed by
means of an energy dispersive spectrometer. EDAX systems are com-
monly found with scanning electron microscope (SEM) as well as TEM.
For example, EDAX has been used to obtain elemental analysis of Au–Ag
alloy nanocrystalline films generated at the liquid–liquid interface.67

Endotaxially arranged SrTe nanocrystals at only 2 mol% concentration in
the PbTe matrix doped with Na2Te very effectively inhibit the heat flow in
this system while the hole mobility is immune, allowing for a large
thermoelectric figure of merit to be achieved.21 Although it was difficult
to quantitatively determine the compositions of individual precipitates
due to their overlap with the matrix, energy dispersion x-ray spectroscopy
(EDAX) indicated an increase in the Sr signal from the precipitates (dark
areas in the scanning transmission electron microscopy (STEM) image)
compared to the matrix regions (Fig. 14). Similarly, presence of MgTe,

Fig. 14 (a) High resolution scanning transmission electron microscopy (STEM) images of
PbTe-SrTe (2%) doped with 1% Na2Te sample. (b) Comparison of EDAX between the
precipitate and matrix. Reprinted with permission from Biswas et al. Nature Chem., 2011, 3,
160. & 2011 Nature Publishing Group.
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CaTe, BaTe, CdTe and HgTe nanoprecipitates were confirmed by EDAX
analysis.68–71

Conclusions and future outlook

X-ray related techniques have the versatility to determine not only the
crystal structure but also local bonding environment and electronic
structure of nanomaterials. PXRD is the essential tool to study the aver-
age crystal structure and phase transition behaviour of inorganic nano-
materials. Detailed local structural information of nanomaterials can be
obtained by PDF analysis. Mention must be made that PDF analysis can
be used not only on crystalline nanomaterials but also on amorphous
materails such as chalcogenide glasses, gels and fibers. SAXS enables the
evaluation of the size and shape of nanoparticles of both crystalline and
amorphous inorganic materials. Long range particle-particle correlation
can also be obtained by SAXS investigation. X-ray reflectivity technique
can determine the thickness and electron density profile of nanocrys-
talline films. XPS is really a powerful technique to determine the elem-
ental composition, empirical formula, chemical state and electronic state
of the elements that exist within a nanomaterial. ARPES have been used
extensively to determine the electronic band structure of inorganic ma-
terials. There are several challenges in developing better X-ray techniques
for the characterization of nanomaterials. Improved resolution of X-ray
spectroscopic techniques can provide valuable insights into the prop-
erties and phenomena in nanomaterials. Aspects of nanomateials such
as self-assembly and reactions at nanoscale can be studied by improved
X-ray techniques. In-situ studies are essential to understand the dynamics
of chemical reaction in nanoscale. Furthermore, combined and logical
used of various techniques are necessary to understand crystal and
electronic structure and dynamical behaviour in nanoscale regime.
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Films and coatings have become widely used in structures and components to protect
the underlying material from mechanical degradation, corrosion, oxidation and high
temperatures or improve surface properties. Residual stress generated in these multi-layer
systems is one of the main causes of coating delamination and eventual failure. Systematic
measurement and monitoring of the residual stresses are a vital basis for integrity evalu-
ation and remaining life prediction. Raman spectroscopy has been recognised as one of
the most important approaches to measure the stress in films and coatings. This review
considers the measurement of stresses in films and coatings using Raman spectroscopy. It
addresses the following questions: what is Raman spectroscopy, why is stress important
for films and coatings, how is strain/stress derived from Raman spectra and what con-
fidence do we have in this technique and the limitations. To elucidate specific issues re-
lated to the application of the Raman technique for stress measurement, despite the wide
range of coatings available, important films and coating are chosen as representative
examples.

1 Introduction

Raman spectroscopy is a powerful non-destructive analytical technique
with applications that involve either gas, liquid and solid phase
materials. It is widely used for the characterisation of stresses in bulk
systems as well as thin films and coatings, single crystals and poly-
crystalline materials such as poly-diamond and poly-Si. It is based on the
Raman effect discovered by C. V. Raman in 1928 where there is inter-
action between monochromatic light and the chemical bonds within the
material. The spectra produced may be used to identify the characteristic
energies of chemical bonds to distinguish between the phases within the
same material e.g. diamond and graphite. However, it is also possible to
obtain information about the strain from the shift of frequency in the
spectra caused by a change in chemical bonding under either internal
stress or externally applied load. It has been extensively used in solid
state physics for the detection of stresses in semi-conductor materials
such as silicon where stress state can limit the working condition of the
devices. Advantages of the method are that it is non-destructive and can
reach a nanometre scale resolution, 100 to 600 nm for example.1–3 To
achieve realistic measurements generally little or no preparation of
the samples is necessary. In section 2, we will explore more fully the
derivation of strains and stresses within films and coatings on substrates.
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It is important to have a classification to describe the difference
between a solid thin film and a coating. This is best achieved by
considering the geometrical configuration and the constraint on de-
formation imposed by the surroundings.4 In this context as shown in
Fig. 1, a film or coating will be small in one dimension compared with
the other two. However, the degree of constraint on deformation is
unconfined if the boundaries associated with the thin dimension are free
to displace. Full constraint is present when the thin dimension is con-
fined against deformation. This is usually a result of the presence of
another material which shares a boundary at a common interface and is
usually the case for a coating. Intermediate between these conditions is
when the boundaries are not constrained in all these dimensions; partial
constraint. Within this chapter we consider mainly partially and fully
constrained conditions. For consistency we have associated coatings with
multi-layer systems on a substrate. This compares to films which are
either free standing or a single layer on a substrate.

Residual stress is the stress that remains in a material or body without
any external influence such as a force, a displacement or a thermal gra-
dient, and it is in equilibrium with its surroundings.5 It is this residual
stress that usually has been measured in films and coatings. The pres-
ence of a residual stress can be very detrimental to the performance of a
material or the life of a component. However, there are cases where
beneficial residual stresses can be introduced deliberately to enhance
performance. In general, residual stresses are more difficult to predict
than externally applied stresses on which they superimpose.6 With re-
spect to the scale of residual stress, this has been divided into three
categories.7 Type I, where sI refers to macro-scale stress which varies
within the material over a length-scale much larger than the grain size,
Fig. 2. Type II and Type III are meso- and micro-scale residual stress. Type
II are where sII changes on the scale of a grain, Fig. 2, which is normally
caused by the anisotropy of each grain within a single phase material or
by the difference in properties of a multi-phase body. Type III stresses are
where sIII describes the variation of stress within a grain usually as a
result of dislocations and other crystalline defects. Techniques used for
residual stress measurement in films and coatings include material re-
moval (hole drilling, layer removal), mechanical methods (curvature,
displacement measurements), diffraction (neutron, X-ray) and spec-
troscopy (Raman and photo-stimulated luminescence spectroscopy
(PLPS)) and so on. The measurement resolution, requirements for spe-
cimen preparation and types of residual stresses acquired by each

Fig. 1 Definition of films and coatings in terms of geometry and amount of constraint.
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technique are set out in Appendix I. Among these Raman spectroscopy
has the best spatial resolution, is straightforward to make a measure-
ment and requires little preparation of the specimens.

Residual stresses usually accompany the manufacture of films and
coatings due to thermal mismatch differences between the materials and
the substrate, especially when there is cooling to room temperature from
a higher coating temperature involved (e.g. 700–900 1C for deposition
used for conventional diamond films8). A basic linear elastic approxi-
mation of the stress, sf/c, can be expressed by:

sf/c = E(T�T0)(as� af/c) = EDTDa (1)

where af/c and E are the coefficient of thermal expansion (CTE) and elastic
modulus of the film or coating; T is the final temperature and T0 is the
initial temperature; as is the coefficient of expansion of the substrate.
This equation applies only to simple elastic conditions for thin layers.
For thicker layers stress gradients and relaxation in the vicinity of the
coating/substrate interface result in an over-estimation of the stress levels
if this equation is used.9,10 Moreover, taking into account the dependence
of the CTE and E on temperature makes the equation more complex.
Hence a better way of calculating the stress would be finite element (FE)
modelling. In practice, when the film or coating is on a curved substrate
the stress is more complex especially when non-linearity occurs.11,12

It has been recognised that the manufacturing process introduces
additional ‘intrinsic’ stress into a structure. These residual stresses can
be compressive, for example in the case of chemical vapour deposited
(CVD) diamond films onto a silicon substrate,2 or tensile, such as the
case of air plasma sprayed yttria stabilised zirconia (APS-YSZ) thermal
barrier coatings (TBC) applied to Ni-based superalloys.13,14 The other
sources of the residual stress, including the evolution of residual stress in
the films and coatings during service, arise from the changes of micro-
structure or the formation of new oxide layers. For example sintering in
thermal barrier coatings leads to stiffening in the ceramic layer and the
formation of thermally grown oxide (TGO) threatens the stability of the

Fig. 2 Three types of residual stresses, Type I, II and III with respect to the length scale of
variation, l. The squares provide a simple representation of grains in a polycrystalline
material.
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interface.15 Other examples are where lattice mismatch, bonding at grain
boundaries and bonding changes during growth in CVD films cause
segregation, relaxation and generation of residual stresses.16

When the residual stress is small, it can sometimes improve the
mechanical behaviour of the film/coatings, for example, a 1 GPa com-
pressive stress has been found to improve the effective fracture tough-
ness of diamond films17 and if strain is applied in Si micro-electronic
devices the electron mobility is increased.18,19 Stress modifies photons in
a crystal, i.e. a tensile stress usually causes mode softening whilst a
compressive stress results in the opposite.19 High compressive residual
stresses, especially in brittle coatings on a ductile substrate, can lead to
failure by buckling; if the residual stresses are tensile through-thickness
cracking of, and segregation within the film or coating tends to
occur.12,20–22 In addition, interfacial adhesion plays an important role in
the integrity of the entire coating system, but residual stresses are still
important in controlling degradation.14,20,23,24 Therefore, measurement
of the stress in films or a coating system is key to the integrity evaluation.
Raman spectroscopy offers a non-destructive option for evaluating
stresses as part of the quality control during manufacture or monitoring
during the service life.

In this review, relationships between Raman spectroscopy and strain/
stress are discussed in section 2. Representative examples of the
application of Raman spectroscopy are given in section 3 to elucidate the
particular issues that occur when making practical measurements.

2 Raman spectroscopy: stress measurement

2.1 Relationship between strain/stress and Raman shift
The vibrations of a crystal are described not in terms of the vibrations of
individual atoms but in terms of collective motions in the form of waves,
called lattice vibrations.25 It is these lattice vibrations with certain types
of symmetry that give rise to Raman scattering; such vibrations are said
to be Raman active.26–28 The measurement of the Raman spectrum of a
crystal is one of the main methods for obtaining information about its
lattice vibration frequencies. Incident light of angular frequency oin can
interact with the crystal to create or destroy one of more lattice vibration
quanta (photons) and the energy DE gained or lost by the lattice is
compensated by a decrease or increase in the frequency os of the scat-
tered light (os =oinþDE/hc; h is the Planck constant).28 With the pres-
ence of a strain/stress in a crystal, the lattice vibration changes and this
results in a shift of the acquired Raman spectrum.

Prior to the description of the relationship between strain/stress and
Raman shift, we provide a brief introduction to the general relationship
between stress and strain. When an external load is applied to a body, the
response can be presented as a stress-strain curve. On loading a body to a
stress, sA, in Fig. 3 the material responds elastically so that on removing
the load the strain, eA, reduces to zero. However, if loaded to a stress of
sB, the material responds non-linearly above sA. Usually this non-linear
response is associated with the on-set of plasticity and therefore on
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removal of the applied stress a permanent strain, e0, remains. There can
be other reasons for the non-linear response of a material above the sA

applied stress. For example the materials have quasi-brittle character-
istic.29 In general, as a stress is applied in the range zero to sA there is a
corresponding change in the lattice spacing within a crystalline body.
Beyond sA, no further change of lattice spacing occurs but the lattice
vibration still responds with further loading. Hence, for diffraction
techniques such as X-ray diffraction and neutron diffraction, which are
based on the measure of the change of lattice spacing in crystalline
materials, they can only measure strains in the elastic region. For Raman
spectroscopy, however, elastic strain as well as plastic strain can be
measured via the change of lattice vibration.30

Loudon28 summaries the Raman tensors for each of the 32 crystal
classes (symmetry point groups). In the case of silicon for example, there
are three Raman tensors and these three modes are optionally visible for
different polarization directions of optical phonons.25 In the absence of
strain, the corresponding three optical Raman modes, oi,oj,ok, in silicon
have the same frequency of about 520 cm�1. As described earlier in this
section, local strain changes the frequencies of Raman modes. One of the
early papers addressing the relationships between strain (linear strain)
and the Raman modes is by Ganesan et al.31 It was proposed that the
frequencies of the three optical modes with the presence of strain can be
derived by solving:3,31

pe11þ q e22þ e33ð Þ� l 2re12 2re13

2re12 pe22þ q e33þ e11ð Þ� l 2re23

2re13 2re23 pe33þ q e11þ e22ð Þ� l

�

�

�

�

�

�

�

�

�

�

�

�

¼ 0

(2)

where p, q, r are the photon deformation potential constants;
eij(i, j = 1, 2, 3) are the strain components. Hence the change of frequency
of each mode, Doj( j = 1, 2, 3), from strain-free condition, oj0, to strained

Fig. 3 A typical stress-strain curve showing the elastic and plastic response of a material.
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condition, oj, can be calculated from the eigenvalues:

Doj ¼oj �oj0 �
lj

2oj0
(3)

where

l1 = pe11þ q(e22þ e33) (4.a)

l2 = pe22þ q(e33þ e11) (4.b)

l3 = pe33þ q(e11þ e22) (4.c)

Therefore,

Do1 = [pe11þ q(e22þ e33)]/2o10 (5.a)

Do2 = [pe22þ q(e33þ e11)]/2o20 (5.b)

Do3 = [pe33þ q(e11þ e22)]/2o30 (5.c)

For a given linear-elastic material, to convert the strain components into
stress, according to Hook’s law the elastic compliance tensor elements,
Sij(i, j = 1, 2, 3), have to be determined and applied. For example when
a uniaxial strain is applied to a body, e11 = S11s, e22 = S22s and e33 = S33-
s; For silicon, using S11 = 7.68� 10�12Pa�1, S22 = 2.14� 10�12Pa�1,
S33 = 12.7� 10�12Pa�1 and p = � 1.43o0

2, q = � 1.89o0
2 and r = � 0.59o0

2,
equation 5.c gives3,25

Do3 = � 2� 10�9s (6)

This complies with the rule that a compressive stress results in an
increase in Raman frequency whereas a tensile stress leads to a decrease
in this frequency.

However, this analysis applies to simplified conditions where linear-
elastic strain/stress is applied in a known direction with known material
constants. For those materials with crystal structures that are more
complex than silicon, the photon deformation potential constants may
not be available and the strain distribution is normally non-uniform in
the probed volume. Especially for the residual stresses in coatings and
films, the distribution of stress is normally very difficult to determine.
Most importantly, for a multi-phase material, the conversion factor from
strain to stress is not straightforward. Hence, workers recently suggested
that for engineering materials a calibration has to be undertaken to
provide the required confidence in the conversion from Raman peak shift
to stress.13,32

2.2 The conversion factor
Initially, workers applied hydrostatic/uniaxial stresses to crystalline ma-
terials such as diamond,31,33 silicon3 and quartz34 to measure the evo-
lution of Raman peaks, with the aim of improving the understanding of
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the origin of the optical spectra. These researches addressed both the
electronic energy band structure and the lattice vibrational levels.3,33,35

For example, in stressed silicon, splitting and shifts of the peaks in the
silicon Raman spectra were identified. The effects of strain and stress on
the Raman frequency of the optical phonons of silicon are well known
and extensively documented.3,36,37 The first experimental work on de-
termination of the effects of static uniaxial stress on the frequency of the
qE0 optical phonons in a diamond-type crystal (Ge, GaAs, GaSb, InAs)
was carried out by Anastassakis et al. in 1970.3 In their work the phonon
deformation potentials which describe the changes in the ‘force con-
stant’ of these phonons with strain were determined by applying strain in
the /001S and /111S crystallographic directions.

In addition, stress measurements using Raman spectroscopy on a
material with known or unknown crystallographic orientations have been
undertaken. Indeed, this is a reverse of the approach based on the es-
tablished photon deformation potential constants. To gather strain/
stress information a factor converting the measured Raman spectra,
typically shifts of wavenumber and line width, has to be determined.
There is not a common fixed parameter/relationship between the strain/
stress and the Raman characteristics; it has to be calibrated case by case.
The photon deformation potential constants of crystalline diamond have
been reported by Grimsditch et al.38 and are well documented for
Si.36,39,40 The precision in the derivation of lattice constants, uncertainty
in the mode Grüneisen parameters19,41–43 and the fact that Raman modes
depend significantly on the polarization configurations are all factors
that can hinder the precise measure of strain/stress. Therefore, it is ne-
cessary to obtain the full set of quantitative photon deformation potential
values before the strain/stress tensors can be resolved from the Raman
spectra.

For silicon, for example, ways of deriving the stress tensors from the
Raman spectra have been proposed for both single crystals with known
orientations and polycrystalline material with arbitrary orientations.1,44

For simple cases, such as a uniaxial stress applied along the /110S
direction of a silicon crystal, Wolf et al.37 polarised the incident laser
light in the crystal /110S direction and observed the Raman signal in the
back-scattering geometry in the /001S direction. This gives

Dvðcm�1Þ¼ �1:93�10�9 cm� 1

Pa

� �

sðPaÞ (7)

Similar relationships can be derived for hydrostatically and biaxially
applied stresses which are characterised by one stress value. For poly-
crystalline materials where a large number of grains are variously ori-
ented, an additional analysis of the Raman peak intensity is required.
This process is considered to be able to provide information on the
presence of any preferred orientation of the grains because the intensity
of the spectrum depends on the polarization direction of the incident
and scattered laser light. In general, a Raman frequency larger than the
stress free frequency indicates the presence of a compressive stress in the
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specimen, while a Raman frequency smaller than for the stress-free
condition indicates a tensile stress.37,44–46

When there is more than one unknown stress tensor, s11,s22,s12, a
secular equation has been proposed which can be solved by recording
spectra with polarised light in the back-scattering geometry and with the
incident beam tilted by a known angle.42,47 However, in the general case
it is not possible to deduce all stress components from the Raman
spectra. Atkinson et al.44 and Wolf et al.37 both proposed use of numer-
ical modelling to predict the expected spectrum from an assumed or
calculated stress distribution and then compare these spectra with those
measured. This approach involves the transformation of crystal axes to
the macro-scale specimen axes which introduce over simple assump-
tions. Alternatively, combining Raman spectroscopy with other techni-
ques such as X-ray diffraction can provide more information about the
unknown stress states in the materials.48,49

Most of the important fundamental work on photon deformation po-
tential constant measurement and calculations for stress evaluation and
the analysis of Raman spectra on diamond films were undertaken by
pioneers in the 20th century.50,51 Approaches such as X-ray diffraction
(normal or low angle X-ray diffraction), neutron diffraction and substrate
curvature are normally employed to assist the interpretation and valid-
ation of the stress measurements derived from Raman spectroscopy. In
the present decade, CVD films doped/sintered with other elements such
as B, Co etc. have become more popular and the focus for stress meas-
urement has shifted to application. A typical example being the de-
termination of stresses within polycrystalline diamond (PCD) coatings on
cutting tools.52 These applications usually adopt the photon deformation
potential values previously established.53 Combined with other techni-
ques such as digital image correlation (DIC),54 focus ion beam (FIB)54

and atomic force microscopy (AFM) and so on the stress measurement
using Raman spectroscopy has become more versatile in application.53

2.3 Limitations and confidence in measurements
In this section, we now consider how strain and stress can be measured
within films and coatings on substrates. Derivation of strain/stress in
practical components is further complicated by the unknown stress state
and varying properties of the materials. Also, it is important to under-
stand the confidence with which measurements can be made and the
sources of potential errors which can arise from difficulties in deter-
mining the sampling volume and influence of temperature on the
spectra.

There are various Raman instruments developed according to different
needs. That most commonly used to undertake stress measurements is
micro-Raman. In conventional applications of micro-Raman spectro-
scopy the incident laser beam is a few micrometres in diameter. Since the
laser is focussed through a set of lens onto the surface of the test
material, identified by an optical microscope, the upper limit of the
resolution (spot size of the laser beam on the specimen surface) is B1 to
2 mm due to the diffraction limit of the geometrical optical system.55,56
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The resolution of the technique can be improved by up to l/20, where l is
the incident radiation wavelength, for example a resolution of 25 nm can
be reached using a 488 nm wavelength radiation. This can be achieved by
combining near-field optical technology with Raman spectroscopy.56–59

Nevertheless, this technique requires the specimen to have a high-quality
surface finish because the distance between the lens and the surface is
normally of nanometre scale or, at best, up to several micrometres.56

Mapping stresses on polished cross-sections has been achieved using a
step size of 200 nm over an rectangular area of 2.5 mm� 5 mm.57

It has to be noted that prior to using the Raman spectrometer for stress
measurement, calibration of the system and the stress conversion factor
to relate the strain/stress and frequency change for a particular material
needs to be undertaken. Local heating is another potential factor that
could contribute to spectrum shift. Hence when the acquisition time is
long a sufficient cooling system has to be adopted.60 Apart from the
physical resolution of the system, the actual sampled volume is influ-
enced significantly by the scattering of the laser beam within translucent
materials. These factors and their influence on the strain/stress derived
from Raman spectra will be discussed in this section.

2.3.1 Sampled volume. As discussed in section 2, Raman spec-
troscopy is becoming more widely used to study stress distributions in
films and coatings because of its potential for high spatial resolution.
Typically the diameter of a incident focused laser beam is 1 mm but the
penetration depth can vary from tens of nanometres to several milli-
metres and thus the incident beam samples a potentially large volume of
the strained material.44 Each point within this volume scatters light with
a Raman wavenumber characteristic of the local stress. Because the beam
is usually focused, the distribution of light intensity in this volume and
the interpretation of the resulting spectrum are complicated. Atkinson
et al.44 proposed that the shift of Raman spectra can be caused by strains/
stresses in different directions and individual stress tensors for a given
stress state. Hence, one resultant Raman shift has the potential to be
interpreted in various ways: A shift towards lower frequency from the
stress-free state can be caused by a uniaxial compressive stress or a
hydrostatic compressive stress or a combined larger compressive stress
acting in one direction and a lower tensile stress in another.37,61 There-
fore, as pointed out by Wolf et al.37 a preliminary knowledge of the stress
state in the measured material assists the interpretation of the Raman
data. If there is a stress variation in the sampled volume, the Raman shift
measured is a combination of all contributions. It is possible to decon-
volute the stress tensors in films with known or assumed random crys-
tallographic orientation, such as SiC, Si and diamond, however, it is less
likely for more complex materials and coatings.44

The sampling depth for Raman spectroscopy depends upon the spe-
cific microstructure and optical properties of the material. Higher reso-
lution measurements can be expected for more opaque materials such as
silicon62,63 or when using ultraviolet laser radiation.63 Even though the
depth resolution can be improved by the use of a confocal Raman system
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combined with oil-immersed objective lenses,64,65 the depth resolution in
translucent materials can be reduced significantly due to refraction66 and
spherical aberration67 within the out-of-focus region of the laser beam.68

The lateral spreading of the laser beam is directly related to the spatial
resolution for measurements. In bulk material, the size of the cone-like
excitation volume depends on the numerical aperture of the objective
lens and the difference in refractive index between the medium in which
the objective is immersed and the material being investigated.66,69,70 For
materials such as air plasma sprayed yttria stabilized tetragonal zirconia
(YSZ), which is typically applied on turbine blades as a thermal barrier
coating, the lateral resolution can be further reduced by the scattering of
the laser beam due to the presence of pores and unmelted particles.71 In
addition, it has been shown that ray guiding72 can also occur when the
incident beam strikes features such as the internal splat boundaries at an
angle greater than the critical refraction angle.73,74 This dispersion of the
beam has to be established experimentally because there are too many
unquantified variables within the overall microstructure75 to allow real-
istic, quantitative theoretical calculations to be made. Although not
exactly within the scope this current review, it is worth mentioning that
the penetration/sampling depth for Raman spectroscopy is significant
when measuring the thickness of multi-layered polymer laminates.65,76

Confocal Raman spectroscopy is normally adopted in such cases, but due
to the absorption of the laser beam by the material, the interfaces be-
tween two different materials are usually blurred and shifted so that it is
essential to consider the sampled volume. To summarise, knowledge of
spatial resolution is crucial when either undertaking stress measure-
ments or characterising the microstructure of a material using the
Raman spectroscopy.

2.3.2 Local heating. When an incident laser beam interacts with a
material there is the potential for a local rise in temperature. Silicon is
the standard frequently adopted to calibrate the peaks in Raman spec-
troscopy. It is well-documented25,60 that tensile stresses in silicon result
in lower frequency (due to a softening of the phonon frequency) and line
broadening (due to a reduction in phonon decay time); whereas com-
pressive stresses result in higher frequency (due to a stiffening of the
phonon frequency) but do not produce line broadening.60,77 When a
highly focused laser beam causes local heating of a material this results
in Raman peak shifts towards a lower frequency78 that can be confused
with a stress-induced shift. The Raman signal originates mostly in the
wings of the beam profile where the temperature is substantially lower
(by a factor of ten) than at the centre.60 Combined with a local com-
pressive stress imposed by the cooler surrounding substrate material this
shifts the Raman peak to a higher frequency.79 Obviously, there is a
balance between the opposing residual stresses generated by these two
sources. Local heating effects result in a correspondingly greater com-
pressive stress as laser spot size is decreased.37,60,80 When using a
632.80 nm wavelength incident laser, the position of the Raman peak, for
stress-free silicon is approximately 520 cm�1 and it is possible to detect
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shifts of B0.05 cm�1 (B25 MPa for silicon) if the spectrometer is sen-
sitive and stable.37 Therefore, in a series of consistent measurements, it
is appropriate to employ the same lens setting and the same acquisition
time. It is important to optimise the measurement conditions to min-
imise and in many cases eliminate local heating contributions.

3 Applications

Raman spectroscopy has been, and is applied to the measurement of
strain and stress in a wide range of films and coatings. These span
thermally and chemically grown oxides, sulphides etc. through to dedi-
cated surface layers to improve the engineering properties of electronic
devices and large machine components. In this section, we select two
specific examples to highlight the benefits of Raman spectroscopy for
making stress and strain measurements in films and coatings. The first
relates ubiquitous carbon including diamond films and graphene, the
second to an engineering application on which many of us depend,
thermal barrier coatings used for aero engines and land based gas tur-
bine components.

Films and coatings such as chemical vapour deposition (CVD) dia-
mond films, graphite coatings, the more recently discovered 2D gra-
phene, amorphous carbon and diamond-like carbon (DLC) coatings
are now used extensively. The various carbon bonding configurations
give rise to specific structural arrangements, so that sp-bonding is as-
sociated with chain structures (e.g., carbynes), sp2-bonding with planar
structures (e.g., graphite), and sp3-bonding with tetrahedral structures
(e.g., diamond).81 Application of Raman spectroscopy in these materials
becomes vital because it provides an ability to distinguish each allotrope
of carbon. Indeed, most of the published papers on these films and
coatings invoke the use of Raman spectroscopy.18

The group IV element, Si, is a fundamental conventional semi-
conductor material widely used for microelectronic devices. Silicon has a
single sharp Raman peak at B520 cm�1, and this peak is usually used to
calibrate a Raman system prior to undertaking stress measurements.60

Raman spectroscopy has been studied extensively for the measurement
of stress on silicon films because of the potential to achieve high spatial
resolution. A knowledge of the stresses in the silicon films is a vital part
of the non-destructive inspection to establish the integrity of films and
coating applied to micro-electronic devices. The non-destructive meas-
urement of these stresses by Raman spectroscopy provides a powerful
tool for this industry. But since silicon and diamond both have crystals
with cubic symmetry and/or polycrystalline structures, the stress deriv-
ation procedure is broadly the same. In this review, to avoid repeatability
between diamond films and silicon films, we have selected diamond as a
representative example to discuss the application of Raman spectroscopy
for stress measurement.

In addition, zirconias have been extensively investigated due to their
superior properties of low thermal conductivity, high dielectric constant,
high optical refractive index, chemical durability, mechanical strength
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and fracture toughness.82 One of the most important applications for
zirconia is as a thermal barrier coating (TBC) for components working at
high temperatures. Typically, a thin layer (B200 to B300 mm) of yttria
stabilized tetragonal zirconia (YSZ) is applied to the blades used in the
high pressure stage turbines for aero engines and land-based power
generators. The thickness varies with position on the blade surface. The
low thermal conductivity of the layer allows coated components to op-
erate at higher temperatures than the underlying parent metal can nor-
mally withstand. Therefore it is crucial for the layers to remain attached
to the components for an appreciable length of time and to be tolerant to
residual stresses and thermal cycling encountered during service.15,83

These thermal barrier coatings are multi-layer consisting of a top layer of
YSZ, a metallic bond coat (BC) that provides bonding between the me-
tallic superalloy substrate and YSZ. During service a thermally grown
oxide (TGO) layer can form between the TBC and BC as a result of the
thermal exposure.84 The growth of this oxide15 and the sintering85 of the
YSZ layer during thermal aging are the main sources of residual stresses
that can lead to the eventual failure of the coating system. The extensive
use of the YSZ layer as a thermal barrier coating (TBC) has given rise to
much research focused on how these coating systems degrade and what
are the roles of the spraying/deposition methods during manu-
facturing,86 the microstructure of the coatings,87,88 and the residual
stress distributions in the YSZ and TGO layers23,89,90 on the final
failure of these protective coatings. Hence, in this review, YSZ applied as
a TBC is selected since it is a representative of many complex coating
materials.

3.1 Thin films
3.1.1 Chemical vapour deposited diamond films and Raman

spectra. Diamond is the archetypal covalent material. Each atom in a
sp3 configuration is bonded to four nearest neighbours. Many techno-
logical and scientific applications of diamond arise from its unique
properties including optical transparency in the ultraviolet to infrared
range, electrical insulation, thermodynamic stability, and unsurpassed
strength and hardness.91 It has been recognised as the hardest material
which is very useful for cutting device tools, loading and other mech-
anical devices. But the high hardness makes diamond difficult to ma-
chine into a desired shape and the rareness of the natural material
limits the maximum size and the application. Through-out the 20th

century, several methods of growing diamond/diamond films syn-
thetically were developed. One of the most important films is produced
by chemical vapour deposition (CVD). Depending on the conditions
selected, the films are single crystal (if grown epitaxially on a diamond
substrate) or consist of micro- or nano- diamond crystallites bound
together by amorphous carbon grain boundaries. These films maintain
the merits of high hardness, high elastic modulus, and high thermal
conductivity (1800 W/mK, because heat transfer is via lattice vibrations
instead of electrons), a low coefficient of friction and broad-band optical
transparency. CVD films are commonly used in cutting tools (cutting,
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grinding and polishing) and micro-fabrication of semiconductor
devices.

The optimization of diamond films as valuable engineering materials
for a wide variety of applications has required the development of robust
methods for their characterization. Amongst the many methods used,
Raman spectroscopy is perhaps the most extensively adopted to investi-
gate the phonon modes of the different allotropes and non-crystalline
phases of carbon because it provides readily distinguishable signatures
of each carbon allotrope92 (e.g. single crystal diamond at 1332 cm�1; G
peak at 1575 cm�1 for single crystal graphite and D peak at 1355 cm�1 for
disordered graphite; severely broadened G and D peaks between 1500
and 1550 cm�1 in amorphous carbon). In addition to spatially resolved
maps of the different forms of carbon, stresses can be mapped within a
specimen.64–66

Natural diamond shows a first-order symmetric peak (it is triply
degenerate TO(X) phonon of F2g symmetry) at 1332 cm�1 in Fig. 4 (full-
width-half-maximum is 1.2 cm�1). In an isotropic diamond crystal they
consist of one longitudinal mode (singlet) relative to the direction of
propagation and two degenerate transverse (doublet) modes. In CVD
films, however, non-diamond components, commonly in the form of
amorphous carbon, often exist and produce a broad peak at 1500 to
1550 cm�1. The shift of the first order peak of diamond has been ex-
tensively studied and the change of this peak with applied stress and
temperature is well known.43,81,93 Second-order and third-order peaks are
shown in Fig. 4, but the stress measurements use the first-order peak
shifts. The peaks are often fitted with a combined Gaussian and Lor-
entzian function and a sloping background. High compressive stresses
can be generated in the CVD film especially when deposited on a stiff
substrate. Ager et al.94 found that a residual in-plane compressive stress

Fig. 4 A general Raman spectrum of gem-quality diamond excited at room temperature
at a wavelength of 228.9 nm. The first-, second- and third-order Raman peaks are shown
(Bormett et al.,50 Zaitsev43 and Prawer et al.2)
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of B 7.1 GPa is produced by the deposition of a 1 mm thick weakly ori-
ented polycrystalline diamond film to an common aircraft alloy, Ti-6Al-
4V, substrate. The magnitude of stress can reach 17 GPa which can then
lead to buckling failure.

3.1.2 The relationship between stress and Raman spectrum. Under
hydrostatic pressure, Occelli et al.95 revealed that in single crystal dia-
mond the 1332 cm�1 peak shifts to 1650 cm�1 at 140 GPa with the co-
valent bond only slightly stretched so that the Raman peak width
increased by 2 cm�1. The change of peak position with hydrostatic
pressure, P (Pa), is expressed by:

v = v0þ 2.83P� 3.65P2 (8)

where v(cm�1) is the shift caused by hydrostatic pressure, and v0(cm�1)
is the stress-free frequency of the diamond peak, B1332 cm�1. The factor
2.83 in equation (8) has the unit of cm� 1

Pa

� �

and � 3.65 has the unit of
cm� 1

Pa2

� �

. Equation (8) suggests that the ratio of the force constants for

bond ‘stretching’ and ‘bending’ vary with applied pressure and there is
an increased bond strength with increase in pressure which is not
commonly encountered in other materials.95,96 Diamond is very stable
under hydrostatic pressure. But large deformations and phase transfor-
mations of diamond have been observed under a non-hydrostatic pres-
sure of around 150 GPa.91 Indeed Gogotsi et al.97 demonstrated that a
transition to disordered graphite is possible under uni-axial compression
applied by Vickers pyramidal indentation. The changes of 1332 cm�1

peak position in single crystal diamond with applied low hydrostatic
pressure (less than 40 GPa) have been measured, and a conversion factor
of 2.58 GPa�1 cm�1 derived.98 It is worth noting that the constant 2.83 in
front of P in Equation (8) is consistent with the 2.58 GPa�1 cm�1 derived
at lower pressures.

For thin CVD films, several micrometres or even nanometers100 thick
compared with the millimetre scale substrate, the use of the hydrostatic
factor is inappropriate because an in-plane stress state exists and the out-
of-plane stress component is zero. This conclusion has been drawn by
comparing the stress measured by Raman spectroscopy with other ap-
proaches, such as the substrate curvature method.101,102 An in-plane
equi-biaxial stress can be considered to comprise a 2/3 hydrostatic stress
and a 1/3 shear stress. Therefore, a 2/3 correction for the gauge factor has
been proposed
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Thus, the stress calculated from the hydrostatic factor has to be
multiplied by 3/2. Windischman et al.101 showed an example of in-plane
stress in a CVD film deposited onto a molybdenum substrate measured
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to be 2078 MPa using the hydrostatic factor multiplied by 3/2. A very
similar result of 2098 MPa was given by the substrate curvature method.

In general, one Raman peak is observed under zero or hydrostatic
stress. But peak shifts and peak splitting depend upon the relative dir-
ection of the applied loading and the crystallographic orientation of the
material. Under a biaxial or a uniaxial stress, the diamond Raman peak
splits into two to give a singlet and a doublet which are distinguishable
by their polarisation characteristics, Fig. 5. These split peaks add com-
plexity when resolving the stress tensors. However, this deconvolution
can be undertaken by controlling the polarisation of the incident laser
light and the orientation of the specimen. Grimsditch et al.38 first de-
termined the photon deformation potential constants by applying an
uniaxial stress up to 1 GPa along the /001S and /111S directions on
single crystal diamond respectively, Fig. 6a and b. Polarisation con-
figurations have been adopted to separate the different components and
the stress sensitivity has been evaluated in the two directions. The peak
shift, Dv, under hydrostatic pressure is38

Dv = 3.2� 0.2GPa�1 cm�1 (10.a)

The shifts along /001S and /111S under the 1 GPa hydrostatic
pressure are38

Dv/001S = 0.73� 0.1GPa�1 cm�1 (10.b)

Dv/111S = 2.2� 0.2GPa�1 cm�1 (10.c)

Ager et al.94 experimentally and numerically developed for a poly-
crystalline diamond film a more general solution for the three degenerate
components, based on the two peaks at 1338 cm�1 and 1352 cm�1

deconvoluted from the broadened and split diamond peak under a

Fig. 5 A typical spectrum acquired by micro-Raman on a polycrystalline diamond
coating deposited on Ti-6Al-4V showing the shift and splitting of the 1332 cm�1 diamond
peak, the other broad peaks at 1350, 1480 and 1560 cm�1 and the band at about
1180 cm�1 correspond to co-existence with other carbon phases.99
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compressive load for an in-plane stress state as a function of the crys-
tallographic directions /110S, /111S, /110S and /112S:

s1¼ �
1:08

v� 1338
GPa

cm� 1

� �

(11:a)

s2¼ �
0:384

v� 1352
GPa

cm� 1

� �

(11:b)

Fig. 6 The stress dependence of the frequencies of the Raman phonons of diamond (a)
under a compressive force along (a) the /001S direction and (b) the /111S direction at
room temperature. The solid lines are least-square fits used to extract the parameters,
Equations (11.a) and (11.b).38
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where s1 and s2 are the two in-plane stress tensors, n is the position of the
two peak shift corresponding to 1338 cm�1 and 1352 cm�1 respectively.
Equation (11.a) is for the single peak and Equation (11.b) is for the doublet.

However, strain is not the only reason why peaks split, since both
twins and stacking faults cause peak splitting.50,100,103 In addition,
temperature change, domain size and crystallographic variations in the
stress sensitivity of the peak orientation in sampled volumes all intro-
duce peak shifts.41 The increase of temperature causes the peak to shift
to lower values, for example a � 0.2 cm�1/10 1C change in wavenumber
was reported and this is equivalent to a 80 MPa error.101 In addition,
Prawer et al.104 pointed out that the intensity ratio between the non-
diamond part and the diamond part of the Raman spectrum in a CVD
film can change by a factor of 2.5 by rotating the crystal with respect to a
fixed polarizer and analyser, and this can lead to a peak shift up to
3 cm�1. Windischmann et al.98 measured compressive thermal stress
introduced during microwave plasma manufacturing of diamond films
together with a tensile intrinsic micro-scale stress up to 0.84 GPa due to
grain boundary relaxation. It is noted that the stress caused by manu-
facturing is not exclusively compressive, but depends on the specific
process2,53 and the stiffness of the substrate, e.g. a tensile stress was
found in those films applied to SiAlON substrates105 whereas a com-
pressive stress was present in diamond deposited on WC-Co substrates.

3.1.3 Advances in the technique. Different wavelength lasers were
found to enhance or supress certain active features in Raman spectra ob-
tained from CVD diamond films, so that when applying the technique to
stress measurement the parameters could be tailored and optimised ac-
cording to the target material.92,106,107 The elimination of the photo-
luminescence (PL) background when using 244 or 229 nm UV excitation
allows detailed measurements of the shape and width of the first-order
Raman peak even for nanocrystalline CVD films.100,108 The diamond Raman
spectrum obtained by using a UV laser as the excitation source is dependent
on grain size as demonstrated by Sun et al.109 They used a 244 nm wave-
length UV laser on nanocrystalline diamond films where the diamond peak
at 1332 cm�1 was enhanced, while the D and G peaks of graphite as well
as photoluminescence were suppressed compared with visible Raman
(514.5 nm). When decreasing the particle size from 120 to 28 nm, the dia-
mond peak shifts from 1332.8 to 1329.6 cm�1, the width of the peak be-
comes broader and the intensity ratio of diamond and G peak decreases.

For CVD diamond films with nano-scale thickness, Raman spectra are
not sensitive to the surface structure of the films even when the confocal
Raman technique is adopt due to the large skin penetration depth of
white light (normally several hundreds of nanometres). In these cases, a
thin layer of metal particles, normally Ag, is deposited onto the surface of
the diamond film, which enhances the near surface signal by a factor of
between 103 to 108.2,106 Knight et al.110 were the first to adopt this
treatment and the enhancement is shown in Fig. 7 where a 5 nm Ag
coating is applied to a 20 to 40 nm thick CVD film on a silicon substrate.
Without the Ag layer, Fig. 7a, the spectrum failed to reveal a diamond
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signal and it is indistinguishable from that of a bare silicon substrate;
whereas the Raman spectrum from the Ag coated film revealed the sig-
nature of a typical CVD film superimposed with signals from amorphous
carbon, Fig. 7b. Subsequently, workers have validated the detected peaks
and measured the stresses within these films.111,112

To summarise, the stress measurements using Raman spectroscopy in
thin films are not straightforward. These are highlighted by consider-
ation of the application to CVD diamond films where complications arise
due to the following points:

(i) The single Raman peak of natural stress-free diamond splits into
two or even three not necessarily well resolved peaks, when non-hydro-
static pressure/stress are applied or are present. This is often complicated
by peak asymmetry and broadening leading to a range of different in-
terpretations. A pre-understanding of the likely stress state of the film
can help to narrow down the deconvoluting options and interpretations.

(ii) Four-rank tensors, both for the elastic constants and photon de-
formation potential constants in most computation methods are
assumed to average all the components representing the random orien-
tation of the crystals. For diamonds, and diamond-like cubic polycrystals
the photon deformation potential constants are determined in terms of
their atomic arrangements. For polycrystals, it is always assumed that
there is no texture in the analysed volume because the laser penetration
depth and the dispersion of the beam within the material samples a large
number of crystals.39 In reality the growth of the crystals is influenced
by the substrate leading to preferred orientations and mixed multi-
directions and phases which complicate the stress evaluation.

Fig. 7 Raman spectra of a 20 to 40 nm CVD diamond film deposited on silicon substrate
when (a) without Ag coating and (b) with 5 nm Ag layer.110
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(iii) Certainly, the influence on peak shift and asymmetry from con-
finement and temperature has to be taken into account when evaluating
strain/stress in these films. Similar to bulk diamond, the downshift and
line broadening of Raman spectra in nanocrystalline particles can be
caused by local laser heating. However, this change of shift and peak
width varies with the particle size in the film, a typical example is pro-
vided by Chaigneau et al.113 where it was proposed that this is due to the
photon confinement effect. In addition, the sensitivity of the Raman
spectra towards the temperature, the defects in diamond and the photon
confinement provides useful information on the processing and growth
of diamond crystals, the detection of point defects and the crystal size.2

In general, Raman spectroscopy provides a relatively accurate meas-
urement of stresses in CVD thin films. For the measure of more com-
ponents of the stress tensors a complex general methodology should be
invoked such as that developed by Anastassakis36,39,114 for calculating
photon deformation potential constants and elastic constants in cubic
polycrystalline materials.

3.2 Ultra-thin films
There a few examples such as graphene and ZnO of ultra-thin films.
Graphene is recognised to provide an ultimate in thin films since it is
only one-atom thick.115–117 This monolayer of atoms is tightly packed
into a 2D honeycomb atomic lattice and is produced by either micro-
mechanical cleavage of graphite115,118 or epitaxial growth on a silicon
carbide substrate.119,120 It is deemed to be a 2D building brick for carbon
allotropes of other dimensions i.e. it can build 3D graphite, rolled into 1D
nanotubes and wrapped into 0D fullerenes.121 Raman spectroscopy has
been identified as the most important tool for investigating the electron-
photon interactions in graphene and establishing the strain/stress
characteristics.18,122 Mohiuddin et al.19 applied uniaxial strains, from
zero to 0.8%, to graphene on a substrate in bending, Fig. 8a, and
measured the change of Raman shift with strain. The two peaks, G peak
at B1575 cm�1 for single crystal graphite split into G� and Gþ with the
increase of strain123 and second-order D peak, named as ‘2D’, at
B2675 cm�1, Fig. 8b and c. The shifts of these peaks with increasing
strain are shown in Fig. 8b for the G peak and Fig. 8c for the 2D peak.

If there is more than one layer of graphene present, the 2D single peak
for monolayer splits into four for bilayer graphene as a result of the
evolution of the peaks,122 Fig. 9. Details of the assignment of peaks and
the characteristic Raman peak lie beyond the scope of this work and can
be found in literatures.115,117,122 The shifts of the G�, Gþ and 2D peaks
derived from Fig. 8b and c can be fitted with linear equations:

@vG�

@e
¼ �31:7 cm� 1=% (12:a)

@vGþ

@e
¼ �10:8 cm� 1=% (12:b)
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@v2D

@e
¼ � 64 cm� 1=% (12:c)

These conversion factors have been validated against first-principle
calculations for free-standing graphene. Based on the previously reported
values for elastic moduli,124,125 Mohiuddin et al.19 predicted that under a
biaxial strain the constant is B144 cm�1/% for the peak 2D, which is
nearly twice the magnitude for uniaxial conditions as in Equation (8c).
However, this only applies for a single layer of graphene. When several
layers stack together, broadening and shifts of the 2D band occur as
shown in Figs. 9a and b, and the relative intensity of the G and 2D band
increases with the number of layers.121 Wang et al.126 investigated the
influence of substrate on the Raman spectrum for monolayer of gra-
phene. It was concluded that G band for an epitaxial, monolayer of gra-
phene on a SiC substrate showed a significant shift towards the blue end
of the spectrum. This is caused by the interaction via the covalent
bonding between epitaxial graphene and the SiC substrate which resulted
in the change of the lattice constant and hence a nominal compressive
stress.121,126 Such features have to be taken into account when evaluating
the relationship between peak shift and strain.

3.3 Coatings
3.3.1 Yttria stabilized tegragonal zirconia thermal barrier coating.

Zirconia based materials have been extensively investigated due to their
numerous applications and superior properties. Zirconia has low thermal
conductivity, 2.3 W �m�1 �K�1 at 1000 1C for a fully dense material,127,128

this is due to the presence of high concentrations of point defects such as
oxygen vacancies, and substitutional solute atoms which can scatter heat-
conducting phonons in terms of lattice waves.129 The high thermal
expansion (10� 10�6 deg C�1 to 11� 10�6 deg C�1) is close to that of a
metal such as a ductile superalloy which is often used as a substrate for

Fig. 8 (a) Schematic of the loading system for a monolayer of graphene: two point and
four point loading; (b) shifts of G peaks and (c) 2D peak with applied strain.19
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mechanical components (14� 10�6 deg C�1 to 17� 10�6 deg C�1). This
alleviates mismatch stresses when applied as a coating,127 It also has
high optical refractive index, chemical durability, high mechanical
strength and fracture toughness82 and good bonding to Ni-based metals.
A disadvantage is that zirconia undergoes phase transformations at high
temperatures. Therefore, rare earth element oxides such as Y2O3, MgO,
CeO2, Sc2O3, In2O3, CaO and GdO2 are often used to stabilize ZrO2 to
retain the tetragonal phase.130–132 In this context, 6 to 8 wt.% Y2O3 is
typically used for commercially applications.15,133,134

One of the most important applications for yttria stabilized tetragonal
zirconia (YSZ) is as a thermal barrier coating (TBC) on components
working at high temperatures, Fig. 10. Typically, a layer of B100 to B300
mm thick YSZ is applied on the blades in the high pressure turbine of
land-based power generators and aero-engines. The low thermal con-
ductivity of the layer allows coated components to operate at higher
temperatures than the underlying parent metal can withstand. Therefore
it is crucial for the layers to remain attached to the components for an
appreciable length of time and to be tolerant to the residual stresses and

Fig. 9 (a) Raman spectra for graphene with 1, 2, 3, and 4 layers, and the 2D peak was
fitted in (b) that broadening and shifting are observed.121,126

Fig. 10 Schematic of (a) a thermal barrier coating applied on superalloy substrate; the
Al2O3 is developed during service and (b) the associated temperature distribution.

Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 141–177 | 161

 0
9:

59
:5

7.
 

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00141
https://iranchembook.ir/edu


thermal cycling encountered during service.15,83 These TBCs are multi-
layer systems consisting of a top layer of YSZ, a metallic bond coat (BC)
that provides bonding between the metallic substrate and YSZ. During
thermal exposure a thermally grown oxide (TGO) layer, predominantly
Al2O3, forms between the YSZ and BC,84 Fig. 10a. Combined with the
internal cooling system the TBC layer can potentially sustain a tem-
perature difference of up to 170 1C, Fig. 10b.

In terms of manufacturing routes, there are mainly two types of TBCs:
(i) air-plasma-spraying (APS-TBC) and (ii) electron beam physical vapour
deposition (EBPVD-TBC), Fig. 11. APS-TBC has a splat structure, Fig. 11a,
which gives a lower thermal conductivity but greater lateral stiffness. The
EBPVD-TBC has a columnar structure, Fig. 11b, which is more flexible in
the lateral direction and has a higher thermal conductivity. EBPVD-TBC
is more costly to produce compared with APS-TBC, and normally APS-
TBC has less limitations with respect to thickness. The EBPVD-TBC
systems tend to be applied only to critical rotary components exposed
to severe environments such as the blades and vanes in turbines and
aero-engines. For the stress measurements in these two coatings the

Fig. 11 Scanning electron microscopic images of (a) fracture APS-TBC revealing the
splat structures with pores and defects and (b) polished EBPVD-TBC with the columnar
structure deposited on PtAl-BC and superalloy substrate.
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requirements and procedures are largely similar, but this review focuses
on APS-TBC.

The failure of TBC systems in-service is complex and the processes are
not fully understood, but normally occur in the form of local detachment
and spallation of the TBC layer.15,135,136 The stored strain energy in the
system is recognised to be the main driving force for the failure.137,138

Stress measurement of the individual layers provides important infor-
mation with respect to the evaluation and prediction of service life,
degradation and failure modes of the coating system. As a non-
destructive approach, Raman spectroscopy has been utilized widely to
measure the stress in the TBC layer whereas photo-stimulated lumi-
nescence piezo-spectrosocopy (PLPS) is applied for the measurement of
stress in the TGO by collecting the ruby fluorescence from Cr3þ embed-
ded in the Al2O3 lattice.72,139–141 The extensive use of the YSZ layer as a
thermal barrier coating (TBC) has given rise to much research on the
residual stress distributions in the YSZ and TGO layers,23,89,90 the
microstructure87,88 and the degradation of this coating system.86

3.3.2 Origin of residual stresses. Residual stresses in these YSZ-TBC
coatings generally arise from three main contributions:15

(i) The manufacturing process. In APS, a high-temperature plasma jet
is generated by an arc discharge with typical temperatures higher than
15000 K (12000 to 20000 K), which makes it possible to spray refractory
materials such as ZrO2.127 The high velocity impinges the ceramic par-
ticles in the form of splats onto the surface of the substrate to form a
coating with a lamellar structure interspersed with pores and unmelted
particles, Fig. 12. For the APS-TBC, upon spraying the residual stress in
the first layer of splats is tensile as the substrate constrains the splat
during cooling and shrinking14,142 as shown schematically in Fig. 12. If
the tensile stress is large enough, through thickness cracks are generated
within each splat.143 With more splats being laid down during spraying,
overlapping occurs with associated complex stress relaxation and
redistribution.144,145

(ii) Mismatch between the TBC and the substrate. Mismatch is still a
very important source of compressive stress although the selected TBC
material has the closest thermal expansion coefficient with superalloy
substrate compared with other ceramics (section 3.3.1). This mismatch
stress puts the entire coating into compression which leads to typical

Fig. 12 Schematic showing the tension in splats upon spraying. Defects and pores are
introduced within and between splats.14
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buckling failures in the case for brittle coatings on ductile substrates.11,146

In addition, the elastic modulus of the TBC increases significantly with
thermal exposure and the porosity decreases by sintering.85,147

(iii) The growth of the TGO. During service oxide growth introduces an
extra volume between the TBC and BC15 to generate significant residual
stresses in the TGO. Moreover, it modifies the residual stress distribution
in the TBC. Liu et al.14 measured compressive stress at the TBC/TGO
interface and a decrease in this stress with increasing distance from the
interface. This is consistent with significant constraint within TBC at
the interface in the presence of TGO.

Recently, Liu145,148 measured the residual stresses systematically in
typical APS-TBCs exposed to a range of temperatures between 850 1C to
1050 1C and for times up to 30000 hrs in laboratory air. It was proposed
that there is a progressive change from the initial tensile stress in as-
sprayed YSZ coatings to compressive stresses with extended thermal
cycles. The compressive stress introduced into the TBCs is proposed to be
an effect of all the above three contributions. For practical applications
such as the evaluation of stresses during service life, it is important that
non-destructive measurements of residual stress by Raman spectroscopy
are carried out at fixed intervals. The integrity and lifetime evaluations of
the coating systems then become possible from an understanding of the
progressive evolution of residual stresses.

3.3.3 Stress measurement. Raman spectra collected from a typical
APS-TBC are shown in Fig. 1314 when using an incident laser with the
wavelength of 514 nm. Tetragonal ZrO2 has six peaks at B150 cm�1 (Eg),
B265 cm�1(Eg), B320 cm�1((B1g), B460 cm�1(Eg), B602 cm�1(A1g),
B640 cm�1(B1g), Fig. 13, according to the symmetry assignment by
Bouvier et al.149 Any of these peaks has the potential to be used to
measure stress. However peak 6 (640 cm�1), Fig. 13, which has a pro-
nounced intensity and high signal-to-noise ratio, is usually selected and
the profile fitted using a mixed Gaussian and Lorentzian method to ex-
tract parameters such as the peak position, full-width-half-maximum
(FWHM) and intensity. The other peaks located within the lower fre-
quency range, as shown in Fig. 13, have significantly reduced intensity at
many locations measured in a practical APS-YSZ TBCs. This scenario
limits, for example the application of the peak centred at 465 cm�1 for
calibration of APS-YSZ, as proposed by Limarga et al.150 based on bulk,
dense, pure YSZ material.

More specifically, the peaks in the Raman spectra associated with the
YSZ have been found by many workers to shift as a linear function of local
strain. Typically this is observed when the strain is less than 8 GPa to
10 GPa, which is normally well above the maximum strain measured in
APS-YSZ):13,149,151,152 This shift in wavenumber is given by:

rtriaxial = Dv/P (13)

Here Dm is the Raman shift of the peak (cm�1) from the stress-free state,
and P is the conversion factor (cm�1/Pa). It is important to recognize that
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the stress, rtriaxial, is triaxial as proposed by Liu et al.13,74 Raman spec-
troscopy does not measure the near-surface stress, because the pene-
tration depth is typically 30 mm to 40 mm and the cone shaped laser beam
expands from 1.5 mm to 160 mm after being scattered by a 180 mm thick
APS-YSZ.74 A shift to higher frequency indicates the presence of a com-
pressive stress. The conversion factor, P, in this equation has to be
calibrated so that Raman spectra can be used to calculate the stress in
these ceramic coating.13,153,154 There are a range of values for the con-
version factor, P, that have been reported previously for tetragonal zir-
conia material under different conditions. Teixeira et al.151 proposed a
linear relationship between the applied tensile stress and the Raman
shift where each shift represents 220 MPa in stress32 which indicates a
conversion factor of 4.54 GPa�1 � cm�1. This value is fairly close to the
value of 5.55�0.1 GPa�1 � cm�1 obtained for the 640 cm�1 peak by Liu
et al.13 But Teixeira did not provide detail for the loading and measure-
ment system used. Other factors reported vary with the specific material
tested and the loading applied. For example, Tanaka et al.32 proposed a
uniaxial factor of 25 GPa�1 � cm�1 for a free-standing 8 wt.% YSZ manu-
factured by APS, whereas Cai et al.155 obtained a uniaxial value of
1.1 GPa�1 � cm�1 for dense yttria stabilized cubic polycrystalline zirconia.
For bulk dense materials under hydrostatic loading conditions, the
variation in the conversion factors diminishes such that Alzyab et al.156

obtained a value of 3.2 GPa�1 � cm�1 for 5 wt.% YSZ and Bouvier and
Lucazeau149 reported 2.79 GPa�1 � cm�1 for nanometric tetragonal zir-
conia. It is obvious that these values vary significantly depending on the
material (single crystal or powder or APS-YSZ) tested.

Recently, Liu et al.13 calibrated the conversion factor for a series of
micro-scale APS-YSZ specimens sampled from a practical coating in both
the as-coated and heat treated (at 1000 1C for 1050 hrs) conditions. The
test was undertaken using a standard diamond anvil cell (DAC) with ruby
grains as an indicator of stress in a methanol-ethanol filled chamber.

Fig. 13 Typical Raman spectra for tetragonal ZrO2 with six peaks obtained using a
514 nm Arþ incident laser beam in a Renishaw Ramascope, model 2000.14
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Raman spectra were acquired from the micro-scale specimen at each
applied hydrostatic stress; specifically the peaks at 608 cm�1 and
640 cm�1 were studied. Linear relationships were found between the
applied hydrostatic stress and the shifts of these two peaks. These factors
obtained from the 640 cm�1 peak are 5.65 GPa�1 � cm�1 for the as-coated
condition, and 5.55 GPa�1 � cm�1 when heat treated at 1000 1C for
1050 hrs, Fig. 14. The corresponding values for the peaks at 608 cm�1 are
5.07 GPa�1 � cm�1 and 5.05 GPa�1 � cm�1 respectively. An important
conclusion reached was that the heat treatment history of this practical
APS-YSZ coating will not influence the conversion factor within the range
of experimental errors so that a consistent value can be adopt for stress
measurement. This provided further confidence for stress measurements
in practical APS-TBCs over service life. Combined with focus ion beam
milling and secondary electron beam imaging, it was argued by Liu
et al.13 that considering the thickness and surface roughness of the TBC,
the stress triaxiality cannot be neglected in these type of coatings.13

However, the conversion factor is material specific so that calibration of
the conversion factor must be carried out case by case.

Using the determined conversion factor, the residual stress could be
derived from the Raman spectra. One example shown in Fig. 15 indicates
that residual stress in the TBC changes progressively from tensile to
compressive with prolonged thermal exposure. It is during the thermal
exposure that TGO develops at the TBC and BC interface. The residual
stress in TGO relaxed after a maximum compressive value was reached. It
is worth noting that this maximum B� 1.5 GPa is at the point where the
TBC residual stress changes sign from tensile to compressive. Ultimately
the residual stress in TGO reduces to a similar value of stress as that in
TBC.145 Liu et al.148 considered that this evolution of residual stress could
be used to build a failure prediction diagram, Fig. 15. The failure-
prediction diagram shows that if the residual stress in TBC and TGO can
be monitored regularly during shutdown of components, degradation of
the TBC system is predictable. The shape of the failure diagram could be
either a triangle or a polygon, but the key message that emerges from this

Fig. 14 The shifts of the 640 cm�1 peak for as-coated and thermally heat treated TBC
specimens subject to hydrostatic stress.13
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diagram is the relaxation of the stress in TGO and the reduced difference
between the residual TBC and TGO stresses. This is an indication of
failure initiation or proof for occurrence of failure in the system. An
appropriate margin between the safe and a ‘failure conceded’ condition
would have to be set. It is proposed that if the largest difference in the
residual stresses in TBC and TGO is Ds= sTBC � sTGO prior to the re-
laxation of the TGO stress, Fig. 15, potential failure is expected when the
difference is reduced to 0.5Ds.

Additionally, due to the higher resolution of Raman spectroscopy and
the in-situ view of the surface of the measured material, normally via an
optical microscope, allows the measurement and mapping of the stress at
small features. Here we show an example for mapping of stress along
free-standing columns sampled from an as-deposited EBPVD-TBC coat-
ing using Raman spectroscopy.145 Figure 16a is the Raman shift and
residual stress measured from two columns (column 1 and 2 shown in
Fig. 16b). The white spots on the columns in Fig. 16b are the measured

Fig. 15 The failure-prediction diagram formed by residual stresses in TBC and TGO at
the same position on five selected specimens showing the stresses changing progressively
with exposure (time and temperature).145

Fig. 16 The Raman shift measured in two free-standing columns: (a) Raman shifts in-
dicating tensile stress in the two columns in (b). (b) Secondary electron images showing
eight positions measured along column 1 and six in column 2. The white spots are the
positions where the laser beam focused during acquisition. Position 1 is at the base and the
numbers increase with increasing distance from the base.145
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positions from 1 to 8 for column 1 and 1 to 6 for column 2. Note that
there are significant tensile stresses present in these as-deposited free-
standing EBPVD-TBC columns.

3.3.4 Confidence in measurement. In Raman spectroscopy a laser
beam is focused on the specimen surface and the information collected
is from the illuminated volume. The zirconia based ceramic coatings are
translucent because the optical band gap for these materials is B12 eV,
which is well above the energy of the normal laboratory lasers such as
argon-ion and He-Ne lasers (l= 514 nm and l= 632.8 nm).157 The com-
plex microstructure of the translucent material reduces the resolution of
the measurements dramatically due to incident laser beam disper-
sion.74,158,159 The assumption generally made for the stress measure-
ments on the APS-YSZ is that the Raman signal acquired is limited to the
near surface but the authors do not specify the range of depth sam-
pled.152 Recent experimental studies show that the sampling depth can
reach 20 mm to 50 mm even in dense YSZ.70 The only published work on
the calibration of sampled depth in APS-YSZ TBC is from Liu et al.,74 and
these workers specifically calibrated this parameter using a wedge APS-
YSZ sample by measuring the change of the Raman spectra intensity
when moving the laser beam from thinner to thicker end of the wedge,
e.g. position 1 to 4 in Fig. 17a. The intensity of the Raman spectra in-
creases with the increased thickness of the sampled materials, Fig. 17b,
and this intensity change is plotted as a function of the thickness of the
wedge specimen in Fig. 17c. Effective sampling depth is defined as
the point when the intensity becomes a constant value. It was found that
the Raman signal collected from the surface extends to about 40 mm
(about one fifth of the YSZ layer thickness).74 The illuminated volume
below the focus point of the incident laser beam is cone shaped,76 and as
sampling depth increases the resolution decreases due to beam disper-
sion. This dispersion is a consequence of scattering from a range of
microstructural features within the APS-YSZ TBC such as internal
boundaries, pores and other imperfections.

The evaluated surface stress derived from a Raman spectrum shift is
obtained from the volume over which the stress is averaged. Although
most of the Raman scattering and the collected signal is from the focus
or near-focus region of the incident laser beam, scattering within the
out-of-focus region will still contribute to the intensity.160 There is a
gradient of the effective signal across the point of focus on the surface to
a depth of B40 mm as proposed by Presser et al.70 and 90% of the signal
comes from half of the sampled depth.

A reliable measure of beam spreading within the TBC is a pre-requisite
for mapping of stresses. Two types of non-destructive mapping of re-
sidual stresses are often required in TBCs:24,161,162 mapping of residual
stress in the top layer of YSZ152 and in the underlying TGO.139 Liu et al.74

suggested that for the mapping of the residual stress in APS-YSZ a step
interval of B35 mm should be considered in order to avoid beam overlap
and thereby mis-interpretation of the evaluated stresses. For stress
mapping in the TGO the steps should be set as Z160 mm for APS-YSZ
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and Z80 mm for EBPVD-YSZ. It is important to make specific measure-
ments of beam dispersion for the particular YSZ coating being addressed.
For other applications of Raman spectroscopy such as the phase de-
tection in materials, the sampling volume is crucial for determining the
location and distribution of the detected phases.65,66

4 Concluding comments

The stress measured in the films and coatings by Raman spectroscopy
arises from the effect on atomic bonding at different length-scales when a
strain is applied.101,145,163 It is noted that comparing the stress derived by
Raman spectroscopy with other techniques (see Appendix I), e.g. sub-
strate curvature, may not be a reliable approach to validate the con-
version factor. This is because different approaches measure stresses
from different sources and at various length-scales,106 i.e. substrate
curvature evaluates the general macro-scale strain energy stored in the
thin film or coating, but Raman spectroscopy acquires all the infor-
mation at the micro-scale. The change of the length of the bonding atoms
can be affected by applied macro-scale stress as well as micro-scale in-
trinsic stress which may be omitted by the macro-scale stress measure-
ment approaches. In other words, the measured nominal stress derived

Fig. 17 (a) The schematic of the setup for the measurements obtained from intensity
obtained from the Raman spectra of a wedged YSZ/a-alumina sample; (b) Raman spectra
for YSZ and a-alumina, three spectra of the YSZ and a-alumina collected at thicknesses of
50, 100 and 180 mm; these are vertically displaced to show the significant drop in intensity
for the a-alumina peaks (5023 cm�1 and 5053 cm�1) with the increasing thickness of the
YSZ layer; (c) the exponential increase of the intensities of two Raman peaks with YSZ
thickness. Stable platform is reached when the thickness is larger than 40 mm, with an
error in thickness of about 5 mm.74
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from the shift of the Raman peak and that from the change of curvature
represents two distinct ways of considering stress contri-
butions.47,51,54,105 Therefore, unless the stress components accom-
modated in a specific volume of material have been completely and
appropriately deconvoluted, the measured stresses obtained by the vari-
ous techniques may not be directly comparable.

Raman spectroscopy measurement of stress in films and coatings
provides unique information related to the atomic bond vibration. These
spectra contain indirect characterisation of the change of the bonding
with applied strain. As a consequence, deconvolution of the spectra to
resolve the strain components often requires pre-knowledge of the stress
state in the measured layer. In such cases, this can be assisted by other
methods such as curvature, X-ray diffraction and digital image correl-
ation etc., see Appendix I.

In films and coatings the intrinsic stress introduced by the manu-
facturing process and the evolution during subsequent service or use is
unique. This stress and contribution from factors such as the macro-
scale thermal expansion mismatch are convoluted and reflected in the
shift and shape of spectra collected by Raman spectroscopy. However, the
interpretation of the exact strain/stress state from the Raman spectra is
not always straightforward since many parameters contribute to one
Raman feature (peak shift, width and intensity etc.). For example, apart of
strain/stress, the shift of a Raman peak can additionally be caused by
temperature37,44,60,61,100 and inhomogeneous local distribution of stress.
Therefore, the stress measured by Raman spectroscopy is an average of
the volume of sampled material plus the influence imposed by external
factors (temperature). Interpretation has to take account of the condition
of the films and coatings. For example if the film is opaque it is the near-
surface signal that is collected by the detector, hence the stress can be
assumed as plane-stress. The shift from Raman peak is the main ap-
proach to derive averaged stress values. In addition, other parameters of
the spectrum have been explored by workers to assist the deconvolution
of all stress components: the variation of strain field is found to relate to
the peak broadening, and the intensity ratios between peaks are some-
times an indication of crystal orientation.

One ultimate goal of non-destructive stress measurement is to provide
a reliable basis for the integrity evaluation of the films and coatings. A
single independent value obtained by Raman spectroscopy may be in-
sufficient, but the progressive measurements of stresses at fixed intervals
or selected key stages in a film or coating from manufacturing to the end
of service life allows potentially reliable integrity criteria to be estab-
lished. In addition, combining the stresses measured with other infor-
mation in the spectra such as the broadening of the peaks, the peak
intensity ratios and the phase transformations, with thermal-mechanical
history provides a precise understanding about the condition of films
and coatings.

Mapping of stresses using a motorised stage to systematically shift
specimens to pre-set coordinates has become popular since it provides
contours of stress over relatively large areas (from square micrometres to
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millimetres). However, as discussed in section 3, the sampling volume
and dispersion of the laser within the structure of the coating becomes
crucial for stress mapping to a high degree of confidence.

In summary, Raman spectroscopy is a versatile technique for stress
characterisation in films and coatings. This review has covered the ap-
plication of Raman spectroscopy to the films and coatings used in
commercial applications. For crystals with simple structures, such as
cubic diamond and silicon, the deconvolution of the stress tensors from
the spectra is possible when manipulating the polarisation of incident
lasers. However, for complex coating materials, such as YSZ, this
becomes experimentally and theoretically difficult. With many funda-
mental mechanisms unknown, Raman spectroscopy still provides a
relatively reliable non-destructive method for measuring average stresses
developed in films and coatings. Calibration of conversion factors
combined with a knowledge of sampling volumes and heating effects are
key factors that need to be considered for making measurements of the
required reliability.

Appendix I

Common techniques for residual stress measurement in films and
coatings and their associated advantages and limitations.6,70,164–166

Techniques Resolution
Specimen prepar-
ation requirement

The type of stress
measured

Material removal;
Curvature method

Average values of a
layer, r0.2 mm

Thin, flat substrate;
Can solve finely
graded coatings

Measure macro stress
Type I in films and
coatings. Determine
stress profiles across
coating thickness.
Destructive.

Hole drilling B50mm in depth,
2 mm dia.167

Thicker (W100mm)
and ductile coat-
ings; Relatively flat
surface

In-plane macro-stress
in coatings; Gradient
of stress across the
depth of the coating.
Destructive.

Neutron diffraction Phase distinctive,
millimetre scale, e.g.
0.2 mm to 250 mm
in depth in Al

Thicker coatings, no
limit on size or
shape

Measure macro-stress
and determines stress
profiles in thick coat-
ings; 3-dimensional
strain.

Non-destructive.
X-ray diffraction Phase distinctive,

20 mm to 30 mm
from the surface
layer

No requirement on
coating thickness;
A reasonable flat
area is desirable

Measures macro-stress
to high spatial reso-
lution; If applied to
depth profiles of
stress, layer removal
is required; Peak shift
measure both Type I
and average Type II
stresses, while Type
III stresses give peak
broadening.

Non-destructive.
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Techniques Resolution
Specimen prepar-
ation requirement

The type of stress
measured

Piezo-spectroscopic
(Raman/PLPS)

Laterally can reach
B1 mm or less
in dia.; Depth
depends on the
absorption and
scattering of
the material
(sub-micrometre
to B50 mm44)

No special require-
ment in specimen
geometries

A combined stress in
the sampled volume;
Deconvolution of
stress tensors from
the spectrum is
complex.44,168

Peak shift samples both
Type I and average
Type II stresses, while
Type III stresses give
peak broadening.

Non-destructive.
Electron diffraction Convergent electron

beam is used for
highest resolution
(B10 nm)

Only very thin films
(o100 nm) can be
examined

Type II and Type III
stresses can be meas-
ured in very small
electronic devices;
Results are vulnerable
to surface relaxation
effects and strain val-
ues represent integral
through the thin foil
thickness.

Non-destructive.
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In this chapter we review the applications of Raman spectroscopy and scanning electron
microscopy for analysis of the road transport pollution. Raman spectroscopy has been
applied on roadside soils and plants and on buildings facades in order to detect traffic
emitted compounds. The emission of particles by diesel engines is another important field
of study regarding to the air pollution in urban areas. In this sense, apart from Raman
spectroscopy, the use of scanning electron microscopy coupled to Energy Dispersive
X-ray Spectroscopy (SEM-EDS) plays an important role. In the literature appear several
works which focus on the analysis of road dust; particles emitted by brake and tire wear
are characterised by SEM images together with X-ray absorption spectra (EDS).

1 Introduction

Road transport emissions are one of the most important environmental
problems in many cities and the main source of pollution of urban
areas.1,2 The dispersion of those pollutants is affected by the climatic
conditions and they are deposited in surrounding areas affecting soil,
water and/or building’s facades.

COx, NOx and SOx emitted in the exhaust fumes, together with organic
compounds coming from the combustion of fossil fuels (aromatic
hydrocarbons) have been the most problematic pollutants originated by
road traffic, leading to the photochemical smog in big cities with elevated
traffic density.3,4 But in recent decades, an increasing concern with
inorganic pollutants has grown. The road traffic involves several potential
sources of metals, such as combustion products of petrol and oil,
products of tire and brake wear, building materials of the road and for
traffic safety, and re-suspension of soil and road dust.1,2,5–8 Apart from
the well-known case of lead pollution, due to its use as anti-knocking
additive in gasoline, the accumulation of several other metals in roadside
and urban soils, as well as sediments, has been detected, mainly Pb, Ba,
Zn, Cd and Cu.9–11 Brake linings emit principally Cu and Sb,12–14 whereas
tire wear leads to Ba and Zn particles.6,15–17

There are several studies showing the contamination of roadside and
urban soils as a consequence of traffic activity.9–11,18–20 But in these, the
most common approach carried out is to make an acid digestion of the
sample and subsequent elemental analysis by means of an atomic
spectroscopy technique (ICP-OES or ICP-MS in most of the cases) in order
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to obtain the metal concentration. However, the state in which the metals
are found in the soil is unknown in this manner, and they can be more or
less mobile in the soil, in relation to their geochemical form, which
affects their solubility and thus their bioavailability.21 Therefore, the total
concentration is not very representative of the potential toxicity and it is
essential to know the chemical form of the metals. Moreover, metal
pollution is confined to a narrow area alongside the road, but not limited
to the soil surface. Contaminated roadside soils act as secondary
pollution sources and may pose a risk to ecosystems and human health,
as well as to the built heritage if they are transferred to other
reservoirs.15,19,22 For instance, these pollutants can be transported to the
aerial parts of the vegetation, bioaccumulating in them.18,23 Con-
sequently, metal speciation by molecular spectroscopy techniques is an
important task in order to evaluate metal mobility and potential bio-
availability of hazardous compounds. In this sense, Raman spectroscopy
results are very useful for this purpose since they provide structural and
molecular information about the compounds originating from traffic
emissions and give an idea of the potential risk of the pollutants in soil.
They also help to understand the reaction paths that pollutants undergo
once in the soil, leading to the formation of other compounds that could
be more mobile than the original pollutant.

1.1 Raman spectroscopy
The main spectroscopic techniques employed to detect vibrations in
molecules are based on the processes of infrared absorption and Raman
scattering.24 They are widely used to provide information on chemical
structures and physical forms, to identify substances from the charac-
teristic spectral patterns (‘fingerprinting’) and to determine quantita-
tively or semi-quantitatively the amount of a substance in a sample.
Samples can be examined in a whole range of physical states; for
example, as solids, liquids or vapours, in hot or cold states, in bulk, as
microscopic particles, or as surface layers. Spectroscopic techniques
show a very wide application range and provide solutions to a host of
interesting and challenging analytical problems.

Raman spectroscopy is a spectroscopic technique based on inelastic
scattering of monochromatic light, usually from a laser source in the
visible, near infrared, or near ultraviolet range, called Raman scattering
or Raman effect.25 It was discovered in 1928 by the Indian physicist
C.V. Raman, but wide application was delayed until the development of
the laser. The importance of this discovery was recognized with the Nobel
Prize in Physics in 1930. When light interacts with matter, the photons
which make up the light can be absorbed or scattered, or may not interact
with the material and may pass straight through it. The process of
absorption requires that the energy of the incident photon corresponds
to the energy gap between the ground state of a molecule and an excited
state. It is this change which is measured in absorption spectroscopy by
the detection of the loss of that energy of radiation from the light and is
the basic process used in a wide range of spectroscopic techniques.
However, when a photon, considered as a propagating oscillating dipole,
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passes over a molecule, it can interact and distort the cloud of electrons
around the nuclei. This energy is released in the form of scattered radi-
ation. In this case there is no need for the photon to have an energy
which matches the difference between two energy levels of the molecule.
The scattered photons can be observed by collecting light at an angle to
the incident light beam.

Consider a molecule in its ground state; when absorbing a laser
photon, the molecule is excited towards a virtual energy level. This level is
called ‘virtual state’ since, according to the laws of quantum mechanics,
this is a forbidden level. Therefore, the new situation is an unstable state
(on the order of 10�14 s life-time) and the molecule quickly relaxes
towards the ground state, emitting a photon of the same wavelength as
the incident photon (Rayleigh scattering). This is an elastic effect which
means that the light does not gain or lose energy during the scattering.
Raman scattering is different in that it is inelastic. The light photons lose
or gain energy during the scattering process, and therefore increase or
decrease in wavelength respectively. If the molecule is promoted from a
ground to a virtual state and then drops back down to a higher energy
vibrational state then the scattered photon has less energy than the in-
cident photon, and therefore a longer wavelength. This is called Stokes
scattering. If the molecule is in a higher energy vibrational state to begin
with and after scattering is in its ground state then the scattered photon
has more energy, and therefore a shorter wavelength. This is called anti-
Stokes scattering.26 At room temperature, most molecules, but not all, are
present in the lowest energy vibrational level. The Rayleigh process will
be the most intense process since the majority of light undergoes
Rayleigh scattering. Raman scattering is inherently a weak process, in
that only one in every 106–108 scattering photons is Raman scattered.24 In
itself this does not make the process insensitive since with modern lasers
and microscopes, very high power densities can be delivered to very small
samples but it follows that other processes such as sample degradation
and fluorescence can readily occur.

Figure 1 shows above mentioned basic processes which occur for one
vibration. The relative intensities of the Stokes and anti-Stokes scattering
processes depend on the population of the various states of the molecule,
but might also be affected by other factors (e.g. fluorescence, surface en-
hancement, etc.). The population ratio for a vibrational state can be worked
out from the Boltzmann equation (equation 1) but at room temperature,
the number of molecules expected to be in an excited vibrational state other
than any really low-energy ones will be small.24 Note that the line width of
the diagram of Fig. 1 is in accordance with the Raman signal intensity.

Nn

Nm
¼ gn

gm
exp

�ðEn� EmÞ
kT

� �

(1)

Nn is the number of molecules in the excited vibrational energy level (n),
Nm is the number of molecules in the ground vibrational energy level (m),
g is the degeneracy of the levels n and m,
En� Em is the difference in energy between the vibrational energy levels,
k is Boltzmann’s constant (1.3807� 10�23 JK�1).
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Raman spectroscopy is a non-destructive spectroscopic technique,
requiring in general only minimal or no sample preparation. Solid
(crystalline or amorphous) and liquid samples can be measured as well as
transparent or non-transparent samples or samples with different surface
textures. Raman scattering usually is measured by irradiating a sample
with a narrow spectral line from a continuous laser, but time-resolved
measurements also can be made by using a pulsed laser as the light
source. Light scattered at 901 or another convenient angle from the axis
of incidence is collected through a monochromator and the intensity of
the signal is plotted as a function of the difference in frequency or
wavenumber between the excitation light and the scattered photons.27

Strictly speaking, Raman scattering should be expressed as a shift in
energy from that of the exciting radiation and should be referred to as
D cm�1 but it is nowadays expressed simply as cm�1. Although different
energy ranges are possible, the information of interest to most users is in
the 50 to 4000 cm�1 range since this includes most modes characteristic
of a molecule, including those of metal oxides and oxy-hydroxides in
minerals. At wavenumbers between 50 and 1200 cm�1, there are fre-
quently inorganic bands which are valuable for describing the mineral
composition of the soils. In addition, to make easier the interpretation of
Raman spectra, the use of elemental techniques such as X-ray fluo-
rescence (XRF) is highly recommended.28,29

Recent advances in instrument technology have simplified the
equipment and reduced the problems substantially.25 These advances,
together with the ability of Raman spectroscopy to examine samples
without any preparation, have led to a rapid growth in the application of
the technique. Raman microscopy couples a Raman spectrometer to a
standard optical microscope, allowing high magnification visualisation
of a sample and Raman analysis with a microscopic laser spot. Tradi-
tionally Raman microscopy has been used to measure the Raman spec-
trum of a point on a sample (few micrometres). The high spatial

Fig. 1 Energy diagram of Raman and Rayleigh scattering.
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resolution, and the use of automated stages, enables mapping and im-
aging experiments to be carried out relatively easily. However there are
disadvantages. For example, obtaining a representative spectrum from a
sample, which may be inhomogeneous at the microscopic level, is dif-
ficult. From the optical engineer’s point of view, the use of a microscope
to detect the scattering has some advantages. A relatively low-powered
laser can be used since it will be focussed to give a very small spot giving a
high power density at the sample and also a large collection angle. The
microscope can be set up as a simple microscope or can be set up con-
focally. The advantages of using a microscope have so far focussed only
on the X–Y plane. The microscope can also be used to advantage by
changing the focus in the Z direction. This configuration allows the
possibility to carry out also depth profile analysis.24

1.2 Scanning electron microscopy
The scanning electron microscope (SEM) is one of the most popular and
user-friendly imaging tools that reveal the surface topography of a sam-
ple. It is also widely used for structural characterization of materials and
devices. A typical SEM consists of an electron gun, an electron lens sys-
tem, various electron beam deflection coils, electron detectors, and
display and recording devices.30 The electron beam is focused into a
fine probe, which is scanned point-by-point across the surface from a
region of interest in the sample. The electron beam is emitted from an
electron gun in high vacuum and is accelerated towards the specimen
(0.5–40 keV) while is confined and focused using metal apertures and
magnetic lenses into a thin, focused, monochromatic beam. The re-
sulting signals from the interaction of the electron beam with the sam-
ple, which include among others, secondary, and backscattered electrons
along with characteristic X-rays, can be collected with suitable detectors
and transformed into an image providing highly detailed spatial and
compositional information.31

Signal generation in SEM is a result of the interaction between the
incident electron beam and a thin surface layer of the sample, which
depends on the beam energy. These interactions can be divided into two
major categories: elastic interactions and inelastic interactions. The
interaction is said to be inelastic if some of the energy of the primary
electron is lost during the interaction. If no energy is lost the interaction
is said to be elastic.32 Elastic scattering results from the deflection of the
primary electrons (PE) by the specimen atomic nucleus or by outer shell
electrons of similar energy. This kind of interaction is characterized by
negligible energy loss during the collision and by a wide-angle directional
change of the scattered electron. Primary electrons that are elastically
scattered through an angle of more than 901 are called backscattered
electrons (BSE). Inelastic scattering occurs when the primary electrons
strikes the sample surface causing the ionization of specimen atoms. If
the energy of the incident electron is high enough, the valence electrons
of the surface atoms can easily be released from the atoms (Fig. 2).

These electrons are called secondary electrons (SE). The secondary
electron signal yields an image with a three-dimensional perspective,
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high depth-of-field and the appearance of overhead illumination. The
backscattered electron signal yields an image containing compositional
information because the signal is dependent on the atomic number
of the particle being examined. Higher atomic number elements
generate more backscattered electrons than lower atomic number
elements. This results in intensity variations in which features consisting
of higher atomic number elements appear brighter than those consisting
of low atomic number elements. With this attribute, the backscattered
mode offers the ability to discriminate between phases within a
particle.31

When the sample is bombarded by the electron beam of the SEM,
electrons are rejected from the atoms on the specimens’ surface. A re-
sulting electron vacancy is filled by an electron from a higher shell, and
an X-ray is emitted to balance the energy difference between the two
electrons. The Energy Dispersive Spectroscopy (EDS) X-ray detector (also
called XEDS or EDX) measures the number of emitted X-rays versus their
energy. The energy of the X-ray is characteristic of the element from
which the X-ray was emitted. In practice, EDS is most often used for
qualitative elemental analysis, simply to determine which elements are
present and their relative abundance.33

Since the SEM is operated under high vacuum the specimens that can
be studied must be compatible with high vacuum (B10�5 mbar). This
means that liquids and materials containing water and other volatile
components cannot be studied directly. Also fine powder samples need to
be fixed firmly to a specimen holder substrate so that they will not
contaminate the SEM specimen chamber. Non-conductive materials
need to be attached to a conductive specimen holder and coated with a
thin conductive film by sputtering or evaporation. Typical coating
materials are Au, Pt, Pd, and their alloys, as well as carbon.34

Fig. 2 Inelastic interaction between primary electrons and electrons in atomic shells.
Taken from reference 32 with permission of Springer.
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The high spatial resolution of a SEM makes it a powerful tool to
characterise a wide range of specimens at the nanometre to micrometre
length scales. The ability to provide detailed information on the mor-
phological and chemical characteristics associated with individual par-
ticles has made the SEM the method of choice in many studies where
bulk analytical methods have insufficient resolution to identify the
source(s) effecting ambient air quality.

2 Applications of Raman spectroscopy on traffic
pollution

2.1 Detecting traffic impact on soils
Raman spectroscopy is a very good tool for the examination of inorganic
materials or those materials containing inorganic components. In fact,
the technique was initially used to study inorganic materials, as early
work carried out in Raman spectroscopy showed its strength with those
compounds. Particulates in urban dust such as anhydrite, calcite, dolo-
mite and quartz have been identified and characterized. Nowadays the
applications of Raman spectroscopy are multiple and its use is spreading
to different areas, such as, pharmaceutical, forensics or polymers.24

The potential of the application of Raman spectroscopy to soils has
been shown. Metal speciation by Raman spectroscopy has made
possible the evaluation of metal mobility and potential bioavailability of
hazardous compounds in urban soils and sediments.29,35 In this chapter
we review the recent application of the technique for the analysis of
different samples, in order to detect the impact of traffic pollution in
urban areas.

Raman spectroscopy has been performed on several sample types but
little work is available where it is applied on soils. Carrero et al.29 have
recently published a study where they use Raman spectroscopy to assess
the impact of traffic pollutants and guardrails on roadside soil. Soil has a
complex matrix and obtaining good Raman spectra is a difficult task. The
clay matrix of the soil gives a high level of fluorescence, which could
saturate the Raman signal. In addition to this, the presence of organic
matter can enhance fluorescence phenomena, and give rise to inter-
ferences in the observation of the characteristic Raman spectra of
the desired compounds present in the soil matrix. Both problems make
the observation and interpretation of the spectra difficult. Therefore,
different sample pre-treatments must be carried out to minimize the
fluorescence phenomena and make spectral interpretation easier.29 On
the one hand, short acquisition times at low intensity power for spectra
acquisition are recommended to be used in order to avoid saturation
(exposure times from 5 to 30 s and 1–10 accumulations at 1 or 10%
power). On the other hand, soil samples must be first submitted to a
solid–liquid extraction with acetone during 30 minutes in an ultrasonic
bath to eliminate the possible organic matter, according to a previous
study.36 Nevertheless, in some samples high fluorescence can still be
obtained and the resulting spectra can be too noisy making the appli-
cation of baseline correction and smoothing necessary. Using this
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methodology, Carrero et al.29 could detect the degradation compound of
the galvanized zinc layer coating the surface of the guardrail; hydro-
zincite (Zn5(CO3)2(OH)6). This compound can be easily dissolved by the
rain around the road environment that contains carbonic and nitric
acids, as the most concentrated ones. The attack of both acids on
hydrozincite leads to Zn2þ, HCO3

� and NO3
� as the main dissolved ions

in the rain-wash of the guardrail. This degradation process can be con-
sidered to be responsible for the high concentration of Zn found in soils
under the guardrail. The subsequent Raman analysis of the soil samples
under guardrails showed the presence of Zn(NO3)2 which proves in terms
of mobility of metals in soil a major risk due to its higher solubility. In
the same study the authors were also able to detect the presence of BaCO3

deposited on the guardrail, as well as in soil. The use of Raman spec-
troscopy enabled them to explain the presence of traffic related elements
in elevated concentrations in roadside soils, and the reaction paths that
they underwent once emitted by the traffic.

In another paper published by the same authors,37 a number of dif-
ferent compounds were described to be found in roadside soil. Once
again, clay matricies of the soil represented a drawback for the detection
of pollutants. Soil samples gave a high background Raman signal and the
less intense bands (weak) were covered by this fluorescence emission. In
most cases, only the principal bands (very strong) were clearly observed
in the spectra. It is common to obtain spectra of some of the major
components of the soil, such as quartz (SiO2), calcite (CaCO3), silicates
and different crystalline forms of titanium and iron oxides. The power of
the technique goes further than to be able to identify the molecular form
of the pollutants in soil. Not only is it possible to determine that the
metal is as oxide, carbonate, sulphate, nitrate or whatever other possible
molecular form, but also to distinguish among different structural forms
of the same molecular compound. That work identified three different
crystalline forms of the titanium oxide: anatase, rutile and brookite, all
three of them with the same molecular form TiO2 (Fig. 3). In the Raman
spectrum of the Fig. 3a, a weak band can be seen at 300 cm�1 together
with those corresponding to the anatase compound. This band matches
with the Raman spectrum of the standard of litharge (PbO) and therefore
was attributed to it. Leaded gasoline was banned in Spain in 2001, but
high levels of Pb concentration still remain in roadside soils nowadays.
Analysis by means of elemental techniques, such as ICP-MS or XRF, gives
information about the total concentration of Pb in soil. But the presence
of lead as an oxide form detected by Raman spectroscopy gives a more
valuable information. This form of lead is not very mobilizable and ac-
cumulates in top soil,9,38 which explains the high Pb concentration in
roadside soil ten years after the phase-out of its use as an additive in
gasoline.

According to the authors, the spectrum containing anatase and lith-
arge bands in Fig. 3a have some other not fully attributed bands. They
seem to correspond to other oxides and, possibly, to an organic complex
form of Cu, because some of the peaks match well with the Raman
spectra of the Cu–O bands. They also stated that they could identify a
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silicate of the feldspar family, albite (NaAlSi3O8), and the iron oxides
goethite (FeOOH) and hematite (Fe2O3).

Raman analyses were also conducted on vegetation samples found at
the roadside.37 Focusing the laser on different particles coming from
the atmospheric deposition found on the leaves, the presence of traffic
emitted particles can be detected. However, only quartz (SiO2) and cal-
cium carbonate (CaCO3) were identified in this study. In this case, the
source is the deposition of the dust soil turned over by the wind and
passage of vehicles. Broad band at 1300 and 1600 cm�1 usually appears
when analysing vegetal samples. These bands correspond to amorphous
carbon originated by photo-thermo decomposition of the leaves by the
laser and special care must be taken, reducing the laser power and/or the
exposure time.

2.2 Detecting traffic impact on buildings
Raman spectroscopy has also been utilized to analyse building facades in
order to assess their deterioration state for conservation and restoration
purposes. That is the case of the study carried out by Maguregui et al.39

The atmospheric pollution is considered the crucial factor in building
degradation having caused in some cases a significant loss in the cultural
heritage, affecting even to metallic sculptures exposed outdoors.40

Building materials suffer diverse mechanisms of deterioration due to
chemical, physical and biological phenomena that are caused by atmos-
pheric factors. One of the principal results of those kinds of deterior-
ations is the formation of soluble salts. That effect takes place as a
consequence of dissolution-crystallisation and/or hydration-dehydration
cycles that contribute to the crystallisation of different salts, which may
have different numbers of water molecules, within porous building ma-
terials contributing to the porous material decay.41 The decay pathway

Fig. 3 Raman spectra of some compounds found in roadside samples. Adapted from
reference 37 with permission of John Wiley & Sons, Ltd.
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starts with the transformation of the atmospheric pollutants (CO2, SOx,
NOx) into their respective most oxidised acids (H2CO3, H2SO4, HNO3) by
interaction with ozone in the presence of humidity or rainwater. The
formation of those acids increases the acidity of rainwater in urban areas,
which results in reaction between the acid and building materials and
contributes to the formation of salts (nitrates, sulphates, carbonates)
with different composition depending on the building materials.

Nitrobarite (Ba(NO3)2) was identified in the external part of a brick
sample of a building located very close to a road with high traffic density
(more than 20,000 vehicles per day).39 The Raman study was com-
plemented with m-XRF analyses and higher concentration of Ba was ob-
tained on the external part of the bricks than in the inner bulk. The
barium appearing in the internal part of the brick could have been due to
the addition of Ba in the manufacturing process, yielding the formation
of BaO. This BaO would be converted to BaCO3 following the same
pathway described for other oxides as CaO, which is hydrated to Ca(OH)2

and turns into CaCO3 as a results of the attack from atmospheric or traffic
emitted CO2. However, in this case, the detected salt was Ba(NO3)2 and
only in the external part of the brick. The fact that nitrates of other cat-
ions (Ca, Na, Mg) were not found implies that neither NOx massive attack
nor nitrate salt infiltration has happened. Consequently, the presence of
Ba(NO3)2 could be explained by traffic emissions. Airborne particles of
barium oxide emitted by traffic as a consequence of tire wear5 react
with atmospheric NOx aerosol (emitted by traffic exhaust fumes) in its
most oxidised acidic form, HNO3. The barium nitrate formed could then
be deposited on the surface of the brick forming the black crust with
other airborne contaminants.

With the same aim, Prieto-Taboada et al.42 studied the accumulation
of atmospheric pollutants on buildings, which can act as repositories of
the past pollution. That work shown a substantial concentration of pol-
lutants even after removing the emission source. Generally, pollutants
accumulate on the building surface, in zones frequently soaked by
rainwater but not washed out. Grey-to-black crust is the most common
formation and it is commonly composed of gypsum crystals and atmos-
pheric depositions, including carbonaceous particles (soot) and heavy
metals. By means of Raman spectroscopy, they were able to detect BaSO4

in a mortar sample from an old building in the surroundings of Bilbao
(Spain).43

2.3 Analysis of diesel exhaust particles
The sensitivity of Raman spectroscopy (which enables one to investigate
the composition, phase, crystallinity and crystal orientation), makes it an
ideal tool to characterise individual heterogeneous particles in the fine
and even ultra-fine particle size ranges. To date, Raman spectroscopy has
been used extensively in many applications in both routine and ex-
ploratory, but only a limited number of publications on its application to
environmental particles in the micrometre and sub-micrometre range
could be found, some of them pertaining to the analysis of particles
emitted by diesel engines.
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In recent decades, air quality has become a very important concern as
more and more studies have shown the great impact of atmospheric
pollution on the environment, global climate change, and human
health.44 Whereas diesel engines are often resulting in smaller amounts
of carbon monoxide and hydrocarbons emissions in comparison with
gasoline engines, diesel engines emit a significantly higher amount of
particulate matter (PM). Hence, in urban environments, traffic pollution
is considered the most important source of particle emission to the
atmosphere,4,45–48 emitting fine (particles with diameters smaller than
25, 10 and 2.5 mm and denoted as PM25, PM10 and PM2.5) and ultrafine
(particles having diameter of less than 100 nm) particles that can easily
penetrate deep into the respiratory system. PM may include a broad
variety of chemical species, ranging from metals to organic and inorganic
compounds. Sulphate, nitrate, and ammonium salts, along with, organic
chemicals, biological materials, carbon and metals generally adsorbed on
carbonaceous cores are known to be the major chemical components
of atmospheric PM.49 There might be a causal relationship between ex-
posure to diesel emissions from mobile sources and the incidence of
cancer, respiratory symptoms and respiratory diseases. Diesel PM have
therefore potential environmental impacts, including health effects,
climate change, ecological effects and visibility. The health effects of
inhaled particulate matter are associated with the size, shape, and
chemical toxicity.

The sampling and analysis of airborne particulate matter is compli-
cated by the complexity of the particle size, particle interactions, chem-
ical partitioning between gaseous, liquid, and solid phases, and
interaction with sampling media.44 Besides, analytical methods for de-
termination of the chemical composition of airborne matter require both
sophisticated equipment and often very strict and time-consuming
sample preparation techniques. One of the most widely studied groups of
analytes found in ambient aerosols are polycyclic aromatic hydrocarbons
(PAHs), which originate from incomplete combustion, and therefore are
often accompanied by the presence of carbonaceous solid microparticles
in gasoline and diesel motor exhaust.

In addition to the determination of organic molecules by GC-MS,
Koziel et al.50 conducted preliminary experiments to determine the
feasibility of single particle matrix investigations with SPME. These ex-
periments were completed using 7-mm PDMS fibre and Raman micro-
spectroscopy measurements. Characteristic bands of Si–O–Si and methyl
groups originating from the PDMS could be detected. These bands did
not interfere with bands for carbon and hydrocarbon groups that ori-
ginated from analysed particles. According to the authors, Raman spectra
of uncoated (bare) fibres and fibres coated with PDMS were obtained
using 50�magnification with the short focus objective lenses, since a
100�magnification was necessary only for the very small particles. The
laser power had to be adjusted in order to avoid local burning of the
sample when attempted to collect a Raman spectrum with the maximum
(7.2 mW) laser power. With a laser power lowered to 0.071 mW, (the
lowest possible power with the 50 magnification lens) they obtained
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some Raman spectra, which were characterized by two Raman bands at
1336 and 1600 cm�1, indicating the presence of carbonaceous material as
a result of incomplete diesel combustion.

Using this methodology, Odziemkowski et al.51 developed, for the first
time, the use of solid-phase microextraction (SPME) fibres for airborne
particulate sampling followed by both Raman microspectroscopy and
GC-MS analysis. Commercial polydimethylsiloxane (PDMS) 7-mm SPME
fibres were used for sampling of airborne particulate matter followed by
Raman microspectroscopic analysis of single particulates. SPME fibre
coating performed very well in sampling of various exhausts from organic
fuel samples. Moreover, sampling with SPME was very simple and fast.
Raman analysis indicated that in all investigated cases the PDMS coating
was stable and inert toward analytes. No interaction with the sampling
media was observed. Raman bands of the PDMS coating were observed
exactly at the same positions as for blanks and air samples. The sampling
is easy and very effective in the field application as demonstrated by
diesel exhaust sampling and Raman analysis.50 The main advantage of
using Raman microscopy for identification of the airborne particulate is
that it is suitable for single-particle analysis of less than 1 mm in diam-
eter. According to the work of Odziemkowski et al., combining SPME and
Raman microspectroscopy, known to be a powerful method of chemical
fingerprinting of molecules, is also a potentially new procedure for the
identification, study, and possible numeration of airborne particulate
matter.

Air sampling of tailpipe diesel exhaust, from a hot and a cold engine
with SPME fibres results in the deposition of the graphitic carbon on the
surface of the SPME fibre. In the case of a ‘‘cold engine’’, the entire
surface of the SPME fibre is covered with a thin carbon film after 1-min.
exposure. However, for ‘‘hot engine’’, the 1-min exposure of SPME fibre to
the tailpipe diesel exhaust did not result in a measurable Raman signal.51

The extension of the exposure time to 5 min was necessary to achieve
meaningful Raman measurements. In general, the SPME fibre coating
was covered with much fewer black spots compared to the cold engine
sample. As it can be seen in Fig. 4, the SPME fibre is covered by randomly
distributed black spots with shapes that might be described as regular
and irregular ovals with diameters varying from less than 1 to 5 mm
(Fig. 4B). The appearance of two characteristic Raman bands indicates
the presence of carbonaceous material as a result of incomplete diesel
combustion (Fig. 4C).

Based on the work of Odziemkowsky et al.,51 Pacenti et al. presented a
new methodological procedure based on a sequential mixed application
of Raman microspectroscopy and automated SPME Multi Fibre System
(MFS)-Fast GC-MS.52 In their work, the exhaust emissions of 8 vehicles of
different categories were analyzed to attempt to differentiate them (four
diesel automobiles, a gasoline automobile catalyst-equipped and one
heavy-duty diesel truck). The exhaust emissions were sampled keeping
the SPME fibres longitudinally near the tailpipe for 150 s, as carried out
for the first time by Odziemkowsky et al.51 Whereas Odziemkowski et al.
stated in their work they performed Raman analyses in the confocal
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apparatus configuration with the aim of diminishing fluorescence, such
a configuration was not necessary during this new study because the laser
source used for Raman measurements emits light at 785 nm, so that the
range of interesting Raman signal is fairly far away from that related to
organic matter’s fluorescence. After exposure to the exhaust emissions,
fluky disseminated black particles of different (regular or irregular)
morphology and size appeared on the fibre surface. Every black particle/
grain visible to the microscope with 50�magnification was examined
through Raman spectroscopy. Almost all the Raman spectra registered in
correspondence of the black spots presented the vibrational bands of the
PDMS coating and of the glass fibre underneath, together with two bands
located near 1300 cm�1 and 1600 cm�1 (Fig. 5A). These latter signals are
characteristic of carbonaceous material which results from incomplete
diesel combustion. They could also observe the presence of calcite,
hematite and quartz, which are typical species in dust, in some spectra
collected in sporadic locations of the fibre. On the other hand, they ob-
tained a very interesting result once on a black particle: the Raman signal
of PAHs. Figure 5B shows some peaks which may be attributed to PAHs.
However they do not go into further details.

2.3.1 Analysis of diesel soot. Carbonaceous aerosols have been
identified as major contributors to climate change with radiative forcing,
(i.e. the difference of radiant energy received by the earth and energy
radiated back to space) of the same magnitude as greenhouse gases.
These aerosols originate in biomass burning or incomplete combustion

Fig. 4 White light images of SPME fibre coated with the thin layer of PDMS before (A) and
after (B) 5-min exposure to hot engine diesel exhaust smoke with a magnification of 50� ;
and Raman spectra of the SPME fibre blank (C1), and those collected at three different
locations on the SPME fibre coating that was exposed for 1 min to cold diesel exhaust (C2-
C4). Adapted from reference 51 with permission of Analytical Chemistry Society.
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of fossil fuel and absorb a part of the solar radiation causing a warming
effect on climate. However, the level of scientific understanding on the
climatic effect of aerosols is very low. This is due to the lack of knowledge
on both the organic/black carbon ratios present in the aerosols, as well as
the scattering and absorption cross section of the particulates and,
hence, results in a high degree of uncertainty associated with the
estimates of the radiative forcing of aerosols. The radiative forcing of
carbonaceous aerosols depends on their scattering and absorption
properties, which in turn are strongly influenced by morphology and
nanostructure (i.e., amorphous vs. graphitic carbon content of the soot).
Hence, considerable efforts are being spent to characterize the morph-
ology of carbonaceous aerosols and their nanostructure.

On the other hand, atmospheric aerosol particles are of central
importance for atmospheric chemistry and physics, climate, and public
health. Especially in urban areas, soot particles emitted by diesel engines
account for a major fraction of air pollutants. Present and future emis-
sion limits require that soot particles must be efficiently removed from
diesel engine exhaust. A wide range of particle trapping systems and
exhaust after treatment technologies have been proposed and are
currently under development. Continuously regenerating traps (CRT) or
diesel particulate filters (DPF) which have been applied for this purpose
need to be regenerated periodically by oxidation and gasification of the
deposited soot. The behaviour of this regeneration step is strongly in-
fluenced by the structure and reactivity of the deposited soot particles.
Especially the formation of highly reactive soot would make it possible to
perform this regeneration step at relatively low temperatures. For this
reason, knowledge about the structure of soot can be used also for in-
vestigation and optimization of diesel exhaust after treatment (CRT and/
or DPF) systems. Moreover, this information can help to understand the
influence of soot particles on environmental chemistry, climate, and
public health.

Actually, Raman scattering is a highly sensitive spectroscopic techni-
que useful to study atomic microstructures in carbonaceous materials

Fig. 5 Raman spectra of A) carbonaceous particle on the SPME fibre after exposure to
diesel engine exhausts and B) a black particle; the signals in the high frequency region may
be indicative of some PAHs. Taken from reference 52 with permission of Biolife.
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and is sensitive to the structural change or rearrangement of carbon
crystallites. With the aim of characterizing the internal microstructure of
carbonaceous aerosols and diesel soot, Raman spectroscopy has been
applied to investigate and analyse PM samples emitted from different
motor vehicles and get detailed information about the reactivity of soot.
Raman spectroscopy is sensitive to the graphene layer distribution of the
soot. The first-order Raman spectra of soot and related carbonaceous
materials typically shows two broad and strongly overlapping peaks with
intensity maxima near 1580 cm�1 (G or ‘‘graphite’’ peak) and 1350 cm�1

(D or ‘‘disorder’’ peak), that are composed of at least five distinct bands.
The D peak is known to be characteristic for disordered graphite and its
intensity increases relative to the G peak with increasing degree of dis-
order in the graphitic structure.53 In contrast to the G peak, the D peak is
dispersive, its position shows a shift (from ca. 1350 to 1330 cm�1) with
the increase of excitation wavelength. The shape of the spectrum,
therefore, has the potential to provide several of the ‘‘dimensions’’ nee-
ded to characterize a nanostructure.

In this sense, Soewono et al.54 characterised the morphology and
Raman spectra of different engine-emitted particles (a light-duty diesel
turbo charged direct-injection (LDDTDI) engine and a heavy-duty four-
stroke, direct-injection natural gas engine). They tried different powers of
excitation laser (1%–100% relative intensity), spot diameter (0%–100%
defocusing) and exposure time in order to find the optimum measure-
ment conditions. The spectrometer had to be mostly operated in non-
continuous scanning mode to avoid burning the soot samples. The
highest quality and reproducibility of the soot spectra were achieved with
a fully focused laser beam (diameter of laser spot 1–2 mm), a laser power
of 10% (B2 mW), and an exposure time of 4� 30 s. The spectral par-
ameter of the soot was determined by the curve fitting after linear
baseline correction. To ensure the reproducibility of the curve fit, the
fitting procedure was repeated at least five times for each Raman spec-
trum. They applied the Raman spectral analysis with both two-band (‘‘G’’
and ‘‘D’’ at B1578 and B1340 cm�1) and five-band (G, D1, D2, D3, and
D4 at about 1580, 1350, 1500, 1620, and 1200 cm�1, respectively) com-
binations to quantify the degree of structural disorder present in soot.
They observed that both methods indicated that biodiesel results in less-
ordered soot. For soots from both engines, higher loads resulted in ap-
parently more ordered soot. The work concluded that comparing the
numerical values of spectral parameters remains very difficult and the
spectral fitting procedures can be critical because the two-band model
often fits the spectra poorly and the five-band method can be sensitive to
the treatment of contamination, noise, and drift. Moreover, the authors
suggested that some of the difficulty in interpreting Raman spectra from
carbonaceous materials may arise because the complexity of the nano-
structure is not adequately represented by a single index corresponding
to the degree of graphitization.

Knauer et al.55 studied changes in structure and reactivity of soot
during oxidation by oxygen at increasing temperatures. They analysed the
correlation between structure and reactivity of GfG soot, EURO VI and
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EURO IV diesel soot, and graphite powder with different analytical
methods to get an overview on the relationship between structure and
reactivity of soot particles in diesel exhaust. GfG soot and graphite
powder represent the higher and lower reactivity limits. Spectra of the
soot samples were taken before and after the oxidation process with a
50� magnification objective and 10 s integration time. A defocused laser
beam (diameter B40 mm) and 25% of the source power were applied to
avoid laser-induced decomposition of the soot samples. After a multi-
point baseline correction, determination of spectral parameters using a
five band fitting procedure (G, D1–D4) as well as by evaluation of the
dispersive character of the D mode. The Fig. 6 shows an exemplary
spectrum of untreated EURO VI soot with five band model fit.

They found that the observed Raman spectra of untreated EURO VI
and EURO IV soot samples are quite different in comparison to spectra of
GfG soot (Fig. 7). The two Raman peaks are more separated, which im-
plies a more homogeneous structure with a lower content of molecular
carbon for EURO VI and EURO IV soots than for GfG soot. Also, the an-
alysis of Raman spectroscopic parameters show a higher degree of dis-
order and a higher amount of molecular carbon for untreated GfG soot
samples than for untreated EURO VI and EURO IV soots. The structural
analysis based on the dispersive character of the D mode shows grown
differences in spectra of graphite powder and EURO IV, VI, and GfG soots
measured at 514 and 633 nm, which can be explained by an increasing
degree of disorder and/or molecular content from graphite powder to
GfG soot. The obvious changes in dispersion for spectra of GfG soot
before and after oxidation suggests changes in the structure of those
samples, whereas no significant changes can be found in difference
spectra of graphite powder and EURO IV and VI soots samples before and

Fig. 6 Typical spectrum (l0 = 514 nm) of untreated EURO VI soot with five band fits.
Taken from reference 54 with permission of Analytical Chemistry Society.
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after oxidation (Fig. 7). Finally, authors concluded that Raman spec-
troscopy could be established as a rapid analytical tool to predict re-
activity of soot by analysing the structure. In particular, the dispersive
character of the D mode can be applied for structural analysis of soot and
related carbonaceous materials.

3 Applications of SEM-EDX on road dust and
environmental particles

Chemical and structural compositions of environmental particles are of
prime importance with reference to their impact on the environment and
humans, especially if these particles belong to the fraction that is air-
borne. Particulate matter produced by motor vehicles mainly originates
from the combustion of hydrocarbons and from the wear of tires, brakes,
and the road surface, producing the road dust. Resuspended road dust
can contribute to the atmospheric particulate matter of big cities in a
profound manner. Moreover, road dust poses a health concern due to
carcinogenic and toxic components potentially present in the micron-
sized fractions. Hence, the characterisation of the molecular composition
of the fine fraction is evidently of importance for public health. Open
literature reports on the elemental concentrations of trace, toxic metals
and metalloids present in road dust, but molecular composition is sel-
dom investigated. The application of scanning electron microscopy
coupled with energy-dispersive X-ray spectroscopy detection (SEM-EDS)
for individual environmental particles appeared to be a useful method
for studying individual particles, especially fine particles of atmospheric
origin. It allows the characterisation of individual particles. By following
this strategy of characterisation in conjunction with bulk elemental an-
alysis, information about the chemical composition and properties of
aerosol particles is provided and it significantly improves the knowledge
about the atmospheric reactions that these airborne particles can
undergo.

Bucko et al.56 analysed the microstructural characteristics of road dust
from roadsides in Finland with the aim to study the magnetic pollutants
derived from road traffic, since in urban areas, circulation of motor

Fig. 7 Raman spectra (l0 = 514 nm) of untreated (a) and oxidized (b) GfG soot, EURO VI
soot, EURO IV soot, and graphite powder. Taken from reference 55 with permission of
Analytical Chemistry Society.
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vehicles is considered among the most important sources of magnetic
particulate emission into the environment. They took soil samples from
two areas with different traffic volumes and performed direct obser-
vations of the magnetic extracts by means of SEM-EDS to characterize
properties such as grain size, shape, and mineralogical composition.
They identified two groups of magnetic materials: angular/aggregate
particles (diameter B2–100 mm) derived from road traffic pollution and
magnetic spherules (dB3–15 mm) possibly originated from industrial
and domestic heating systems. Traffic derived particles where the most
common observed magnetic materials throughout the study and can be
grouped into two types according to their compositions: (1) magnetic
particles including Ni, Cu, and Bi and (2) iron oxide particles including
irregular distribution of different chemical elements, such as Ti, Mn, Cr,
Mg, Ca, Cu, Fe, S, V, Ni, Zn, and Si. In addition to magnetite, pyrrhotite
(FeS) was a common component of magnetic extracts. The authors
attribute the presence of such metals to traffic emissions according to
different publications found in the bibliography. These state that vehicles
may generally produce non-spherical magnetite particles via exhaust
emissions, braking systems, and the abrasion or corrosion of vehicle
engine and body work.

The same authors published another paper where they performed
SEM-EDS analyses on roadside snow samples with the aim to study the
applicability of snow surveying in collection, identification and detailed
characterization of vehicle-derived magnetic particles.57 The importance
of studying snow samples lies on the fact that snow acts as a natural filter
for various chemical elements and particles originated from anthropo-
genic activities (e.g., industry, road traffic). It appears to be a good col-
lector of organic and inorganic pollutants from the atmosphere and can
be used to monitor local airborne pollution from road traffic. Deposition
of polyaromatic hydrocarbons, heavy metals, platinum-group elements
(Rh, Pt, Pd) and concentrations of particles in different size fractions on
snow have been reported. In Nordic countries, snow remains on the
ground for several months. Therefore, snow surveying is an ideal method
of environmental monitoring, especially when natural filters such as
vegetation and soil are not available. In their new study they confirmed
that roadside snow samples were enriched in particles with different
shape and grain size, and complex mineralogical composition.57 Angular
particles composed of Fe, Cr and Ni were the most abundant. Further-
more, particles containing Zn, BaSO4 and W were also identified (Fig. 8).
Enrichment in these elements may be attributed to several emission
sources, including non-exhaust emissions. In northern European coun-
tries where winter is the longest season, road sanding and the use of
studded tires are considered as major sources of the non-exhaust fraction
of PM10. Moreover, non-exhaust emissions such as material originating
from brakes, tire wear and abrasion of the road surface, are an important
source of trace metals in the urban areas. Materials containing iron,
steel, chromium, nickel, zinc and copper belong to the major com-
ponents used in the automotive industry. Processes such as braking and
abrasion of vehicle components made from various metal materials

Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 178–210 | 195

 0
9:

59
:5

7.
 

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00178
https://iranchembook.ir/edu


generate significant amount of particles which are deposited in the near
surroundings of roads. SEM and EDS analyses of brake linings and brake
dust material generated during the application of brakes performed by
Ingo et al.,58 identified the presence of BaSO4-containing particles in both
brake lining material and break wear dust samples. BaSO4, which is used
as filler in brake linings (to reduce manufacturing costs and improve
manufacturability), is considered as a significant source of high Ba
concentrations in roadside soil samples.9 Several tire companies produce
tire studs, containing friction-increasing hard metal tips made out of
wolfram carbide (WC), thus the W-rich particles identified in the road-
side snow may originate from the abrasion of these components during
winter. Minerals such as goethite (FeO(OH)), ilmenite (FeTiO3), titano-
magnetite (Fe3Ti2O4) and pyrrhotite (FeS), which occur in local bedrock,
were also identified in the samples. Crushed stone (aggregate), sand and
gravel, obtained mostly from local sources, are commonly used for road
construction. Therefore, the abrasion of the road surface might be the
main source of these minerals.

Fig. 8 SEM photographs and chemical composition (based on EDS spectra) of magnetic
extracts from road dust accumulated on the roadside snow. Taken from reference 57 with
permission of Elsevier.
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Potgieter et al.59 combined the use of Raman spectroscopy and SEM-
EDS with the aim to further investigate and characterise road dust
sediment of Manchester (UK). They sampled road dust from one of the
main arteries to Manchester city centre (Oxford Road). The r2 mm
fraction was dry-sieved into potentially inhalable fractions (o38, 38–63
and 63–125 mm). They observed that the sample was frequented by bright
yellow, reddish, orange and brown particles. SEM-EDS results of the three
different sieved fractions revealed the presence of Si and Al in all the
particles and Cr, Pb, Zn, Cu and Fe were found among 3–5.5%, 39–52%,
10–15.5%, 65–85% and 71–80% of the particles of each fraction, re-
spectively. The presence of iron oxides (FexOy) and aluminosilicates was
also reported. SEM-EDS data showed W50% association of Cr-rich
particles with Pb. Subsequent Raman analysis revealed that the yellow
particles match to be PbCrO4, often occurring together with calcite, as it
is shown in Fig. 9A. Although Cr–Pb–Fe associations were also observed
in SEM-EDS, Raman spectroscopy indicated that iron oxy-hydroxides are
present as discrete particles. The only other Pb species confirmed by
Raman spectroscopy was PbO, often in combination with PbCrO4. Most

Fig. 9 Raman spectra from lead cromate with and without calcite (A) and from a yellow-
coloured particle together with a reference spectrum for arzakite (B). Taken from refer-
ence 59 with permission of Elsevier.
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of the particles analysed by means of Raman spectroscopy consisted
mainly of quartz. Other inorganic salts/minerals such as calcite, dolo-
mite, anatase, feldspar (mainly as amazonite KAlSi3O8 but also albite
NaAlSi3O8) and various iron oxides, which mostly occurred as mixed
haematite, goethite, magnetite and lepidocrocite were also detected. The
presence of MnxOy is also suspected due to various spectra portraying a
strong band in the area between 580 and 700 cm�1 (probably hausman-
nite or Mn3O4). The most remarkable thing they reported was the evi-
dence of a mercury sulphide compound. As it can be seen in Fig. 9B, a
very good correlation between the Raman spectrum of the particle ana-
lysed and that of arzakite (Hg3S2(Br, Cl)2), a yellow mineral, was obtained.

Fujiwara et al.60 performed individual street dust particles character-
ization by SEM. They collected samples in the city of Buenos Aires during
two months at 15 sites grouped in five zones with different urban char-
acteristics and traffic profile. Dust samples were collected from pavement
edges using a plastic dustpan and brushes in urban zones with different
traffic patterns and urban characteristics but avoiding areas near to site-
specific pollution sources. For SEM-EDS examination, a representative
portion of sample was sprinkled onto double sided carbon tape mounted
on a SEM stub. For major elements, no significant differences between
the compositions of particle populations belonging to the five sites were
detected. Most of these particles showed a variety of chemical com-
pounds and only occasionally some particles composed of a single pure
chemical species were observed. The particles were grouped into three
types based on morphology and elemental composition: (i) mineral
matter, (ii) spherical combustion products, and (iii) other types. Mineral
particles, accounting for B70–80% of the bulk analysed, were the most
abundant, and most likely derived from natural sources, with a potential
contribution of anthropogenic activities such as construction. Normally,
the mineral grains have irregular shapes but elongated particles were also
detected. They performed a size fractionated study of the road dust
(Ao37 mm, 37oBo50 mm, 50oCo75 mm and 75oDo100 mm).

In Seoul (Korea), more than the 85% of total atmospheric pollutants
are emitted from vehicles. Kim et al.61 performed a two-year monitoring
of the magnetic particles in the atmosphere. They employed SEM-EDS to
characterize the road dust: grain size, shape and composition. In their
study included two industrial sites, five high traffic sites, along main
roads with heavy traffic loads (W100,000 vehicles per day) and frequent
traffic jams, and a park area with no apparent pollution source for
comparison. Roadside dust samples were collected monthly during two
years by sweeping of the road surface with a brush. For each sampling
site, dust samples were obtained from five to seven locations and were
intermixed in a plastic bag to yield a composite sample. Thus, the sam-
ples collected from each site may represent the net accumulation of
roadside dusts in each month. The sampling was carried out at least 6
days after rain event to obtain sufficient quantity of dust samples and to
minimize the wash-out effect, removing also coarse particles, such as
leaves, glass, trash and small stones. They coated the magnetic extracts
with platinum in order to identify carbon since the anthropogenic
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magnetic materials derived from fossil fuel combustions possibly contain
carbon, the major element of the fuel. Based on the morphology, they
grouped the observed magnetic materials into three types: spherules,
aggregates and angular particles. The most frequently observed magnetic
materials were spherules with diameters of 30–250 mm, which were
identified as iron-oxides. About 70% of them contained carbon and the
other 30% contained also other elements, such as Al, Ca, Na and Si.
According to their compositions, two types of aggregates with lengths of
2–15 mm were found: (1) aggregates of iron-oxides and magnetic materials
composed of Fe, C and S; and (2) aggregates of pure Fe and materials
composed of various chemical elements, such as Al, Ca, Fe, K, Mg and Si.
Finally, angular iron-oxides, with silicates adhered to the surface, were
only found in a sample from a park area and are likely to be natural in
origin. Figure 10 shows different SEM photographs where above men-
tioned particles were identified. To identify the magnetic materials de-
rived from vehicle emission, they also performed SEM observations on
the magnetic extracts from particulates gathered by a dust collector from
diesel-powered vehicle emissions. From these observations they could
conclude that the observed aggregates of iron-oxides and Fe–C–S ma-
terials in roadside dust originate from vehicle emissions, while aggre-
gates of pure Fe and Al–Ca–Fe–K–Mg–Si materials are produced from the
abrasion of brake lining surfaces.

In a recent study of Wilkinson et al.62 the chemical composition for
particles on a heavily utilized roundabout has been analysed by collection
onto filters and employing automated SEM-EDS. Roundabouts are
interesting from the viewpoint of being connection points between sev-
eral roads, i.e. heavy traffic, and also because when entering a round-
about vehicles generally need to lose speed in order to manoeuvre safely

Fig. 10 SEM photographs of magnetic extracts from selected roadside dust samples: (a)
an iron-oxide spherule associated with carbon (C), (b) an iron-oxide spherule associated
with Al–Ca–Na–Si materials (refer to as A*) and C, (c) an aggregate of iron-oxides and the
particles composed of Fe, C and S, (d) an aggregate of pure iron and Al–Ca–Fe–K–Mg–Si
materials (refer to as B*), (e) an angular iron-oxide particle and (f) the surface of the angular
particle (the rectangular frame in (e)) on a magnified scale. Taken from reference 61 with
permission of Elsevier.
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through it . The loss of speed due to braking is hypothesized to cause
brake wearing and so generate PM. In order to assess the health impact of
inhalable particles on a local level it is important to monitor the emission
source in detail. Taking a roundabout with heavy traffic as an example, it
was shown that by collecting particles in and around the roundabout and
analysing them with SEM-EDS, differences could be discerned in the
elemental make up of the particles tied to time and place of collection.
The elemental constituents observed in the particles were mostly those
that were to be expected from literature: background (resuspended
roadside) dust in the form of aluminosilicates and Ca/K with Na, S, and P.
Moreover, the results obtained from this study proved that differences in
particle amounts and types occur depending on the placement of particle
collection and there is a difference in anthropogenic markers, such as Fe,
from these collections.

3.1 Wear particles from brakes
When brakes are applied, friction between pads/linings and rotating
counterparts always leads to the release of wear particles and a con-
siderable fraction is released as airborne particulates. The wear rate is
determined largely by the properties of the rubbing couple and by the
conditions in which the brakes operate (speed, pressure, temperature,
and chemicals available in the environment). A characteristic brake lin-
ing pad is a multicomponent composite typically formulated of more
than 10 constituents and polymer matrix. Several thousand different raw
materials have been used in different brands. According to the termi-
nology accepted in automotive industry, ‘‘low-metallic’’ brake pads rep-
resent composites with relatively low metal content. The minimal
knowledge about the morphology, chemical composition, and toxicity of
nano- and micro-sized particles released from automotive brakes is
alarming due to the fact that brake pad manufacturers currently do not
have to deal with development of eco-friendly formulations. Since the
friction process generates heat, and very high pressures are applied on
the friction interface, the structure and chemistry of released wear debris
often differs considerably from the bulk friction material of the brake.
However, it is not known what exactly is being released from brakes, how
to properly analyse wear debris, and what is its fate and impact on the
environment. The released wear particles can be categorized as airborne
particles (released into the air and typically deposited away from the
roadside) and non-airborne particles (deposited on vehicle/brake hard-
ware or falling on the road surfaces). Nano-sized airborne particles can
easily be inhaled into the respiratory tract, posing hazards related to
potential oxidative stress and inflammation due to their increased sur-
face area and higher reactivity with biomolecules and tissues. Hence, the
environmental concerns related to brake wear particles have brought
more attention in recent years and the number of articles appearing in
the bibliography related to the characterization of these particles has
increased.

Brake linings contain 1–5% Sb(III) as stibnite (Sb2S3), which is em-
ployed as a lubricant to reduce vibrations and to improve friction
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stability.13 Stibnite is also introduced as an additive in tire vulcanization.
During braking, brake pads may indeed reach temperatures, high
enough to induce oxidation of Sb. Because of the temperature reached
during braking, Sb2S3 is first superficially oxidized to Sb2O3. Later, at
temperatures between 400 1C and 550 1C and in presence of oxygen Sb2O3

undergo oxidation to the thermally more stable Sb2O5.
Some studies have been conducted to identify the distribution of Sb

species in PM. Varrica et al.13 characterised samples of brake linings,
brake pad wear residues, road dust, and atmospheric particulate matter
PM10 and PM2.5 by means of SEM-EDS. Their results revealed that brake
pads particles contain Sb and S, in relative amount compatible with the
presence of stibnite (Sb2S3), together with metals such as Fe and Cu.
Samples of dust accumulated on wheel rims contain micron-sized par-
ticles made up of Si, Al, Cr, Fe, Cu, and Sb. Appreciable amounts of Sb
and other metals (Fe, Cu, Cr, and Mn) were also found in road dust and
in PM particles of various grain sizes. Figure 11 shows SEM photographs
of brake pad (a), brake pad wear residues accumulated on wheel rims (b),
road dust (c), and particulate matter (d), together with their EDX
spectrum that reveals the presence of above mentioned elements.

Kukutschova et al.63 designed an experiment to characterize the par-
ticles emitted by commercial low-metallic brake linings. Wear debris was
generated using an automotive brake dynamometer inside an environ-
mental chamber with a controlled filtered air. A Berner Low Pressure
Impactor (BLPI) was connected to the dynamometer chamber for the
collection of generated wear. The BLPI enabled the sampling of particles
with a mean aerodynamic diameter ranging between 37 nm and 9.5 mm.

Fig. 11 SEM images and EDS spectrum of brake pad (a), brake pad wear residues accu-
mulated on wheel rims (b), road dust (c), and particulate matter (d). Taken from reference
13 with permission of Elsevier.
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SEM-EDS results of the brake sample confirmed the presence of steel
chips, brass (CuZn), Cu-powder, Cu-chips, MgO, metal sulphides, and
aluminium silicates. The EDS analysis of the finest fraction of the wear
particles (o100 nm) only detected the presence of carbon and iron in this
case. It was not possible to detect Cu, Sn and other metals previously
detected by elemental analysis or by SEM-EDS of the initial brake pad.
However, in contrast to nano-sized particles, most of the elements pre-
sent in the initial brake pads could be detected in the fine (o2.5 mm) and
coarse fraction (W2.5 mm) of the brake dust. The authors attribute this to
the fact that the method lacks the sensitivity necessary to detect very low
contents of Cu, Zn, Sn, and S. It is well known that EDS requires a critical
mass/volume of material present in order to be capable to generate a
sufficient amount of secondary electrons, and the sensitivity of this
method is limited to micrometre particles only. They also submitted wear
particles to Raman analysis and the results revealed the presence of
carbon black and graphitic particles.

3.2 Wear particles from tire debris
Detailed knowledge of the size, shape, microstructure, and constituents
of the particles from the wear of tires, usually named ‘‘tire debris’’ or ‘‘tire
dust’’, eventually serves to control and improve the tire manufacturing
process and to estimate the potential impact of particles on human
health and on the environment. Camatini et al.64 proved in their work in
2001 that SEM plays a significant role in the characterization and non-
destructive identification of tire debris. SEM images showed that tire
debris had a typical, warped surface and pores, and that its characteristic
elements, detected by EDS, were S and Zn.

Further studies were carried out by Peltola et al.65 and Kupiainen
et al.66,67 They analysed street dust samples in Finland in order to
characterize wolfram carbide (WC) particles coming from tire studs.
Suspended urban street dust is created when vehicle traffic wears the
pavement and the applied traction sand. The dust concentrations are
further increased by the common use of studded winter tires that ef-
fectively wear both the road surface and applied sand, grinding the
components into finer particles. Therefore, the street dust consists
mainly of minerogenic material from the pavement and traction sand
together with particles emitted from tires, brakes, engines (combustion
and friction) and corrosion of vehicles. The tire studs, containing a
friction increasing hard metal tip made out of WC, also wear and in-
evitably produce WC particles. In countries or regions where studs are
used, elevated wolfram concentrations have been found in several types
of sampling media, such as, road runoff, moss or humus samples. The
elevated wolfram concentrations were believed to be mainly caused by
the wearing of WC from tire studs. Street dust itself has been studied and
analysed for many elements, but less information can be found on the
concentrations of wolfram and particles derived from studs in street
dust.

The size range of the wolfram particles found by Peltola and co-
workers65 was between 0.1 mm (and probably smaller) and 1.4 mm. A more
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precise chemical analysis of the wolfram (ie tungsten) particles was
hindered by their small size, which contaminated the X-ray spectra with
information from the surrounding area as well. Thus it was not possible
to determine whether the particles consisted specifically of WC rather
than metallic wolfram, or of bonding metals used in WC. Although many
particle types were found with the SEM, only iron containing particles
(some with minor concentrations of chromium) occurred more fre-
quently than the WC particles. Small quantity of Pt, Pb and Ce particles
were detected. This result is surprising, considering that there are a
number of publications discussing the presence of such metals coming
from traffic emissions in the urban environment. However, the high
energy used in the SEM analysis made it particularly easy to visually
identify dense metallic particles with the backscatter detector. Another
reason for not identifying other metallic particles could be that many
metals oxidise more easily than WC and Pt. The SEM analysis was not
calibrated to visually identify different types of oxides that are probably
less visible than the particles identified here.

In Northern latitudes with constant snow coverage during winter
months, high particle concentrations have been observed. PM10 levels
rise drastically especially during the spring in urban areas with high
traffic volume. The particles are deposited in snow, and when snow
melts, road surfaces dry out, and a proportion of the dust is resuspended
by traffic. Mineral dust forms usually a major part of the PM of the
springtime episodes. The mineral dust in the particulate mass mainly
results from the use of anti-skid methods to enhance traction on snowy
or icy road surfaces. Such methods include spreading of traction sand
on the road surfaces and equipping tires with metal studs or a special
rubber design, and salting the road to prevent sliding. The traction
sand is crushed into smaller particles under the tires and the
pavement aggregate is worn by interaction with the tires. The study of
Kupiainen66,67 and co-workers take the combined effect of these two
methods into account. The SEM-EDS samples were prepared by pressing
a tape attached to an aluminium plate onto the filter surface covered with
particles. The samples were sputtered with carbon to make the sample
surface conductive. The results of this study show that when both trac-
tion sand and studded tires were used, the use of traction sand increased
the concentrations of PM10, which might support the dominant role of
sanding material in the dust. However, a chemical study of the particle
showed that a significant part of the particulate matter came from as-
phalt. This result indicates that the pavement wear is strongly increased
by the grinding impact of sand under the tires, which produces dust
also from the asphalt aggregate. This phenomenon was named the
sandpaper effect. Its understanding is important to reduce harmful
effects of springtime road dust in practical winter maintenance of
urban roads. Dust emissions and the sandpaper effect were dependent
on several factors, such as the mechanical and mineralogical properties
of the sanding and pavement aggregates, the quantity of traction
sand used, the size distribution of the sand grains as well as the type of
tires.
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4 Future perspectives

The suitability of stand-alone SEM-EDS and micro-Raman spectroscopy
(MRS) analyses for the determination of elemental and molecular profiles
of a sample is undisputed. The results and discussions presented in this
chapter also suggest that the challenges faced with the analyses of fine
heterogeneous particles can be successfully met. SEM provides a way of
visualising samples with excellent spatial resolution and a large depth of
field. It reveals detailed information about the sample morphology that is
not apparent when using optical microscopy. The combination of SEM
with X-ray detection yields sub-micrometre scale, high quality elemental
analysis. Although most SEMs are routinely fitted with EDS equipment,
and whilst this has proven a very valuable technique, it yields only
elemental information, making the analysis of complex heterogeneous
compounds particularly challenging. MRS, on the other hand, provides
chemical, physical and structural information about the materials ana-
lysed, but the visual resolution is much poorer than in SEM-EDS. MRS
solves a variety of analytical problems across a wide range of applications,
one of which is that samples can be analysed ‘‘as-received’’ and in-situ,
and it seldom requires any sample preparation. The ‘‘fingerprinting’’ of a
molecular structure obtained by micro-Raman spectroscopy can be suc-
cessfully complemented by means of X-ray spot analysis through the
application of SEM-EDS. The elemental composition revealed by SEM-
EDS is essential for a correct interpretation of the collected Raman
spectra.68 The combination of these two different techniques may result
in unambiguous chemical and structural characterisation of a wide range
of samples at the micrometre scale and its beneficial application to
heterogeneous environmental particles is obvious. Such a combination
allows morphological, elemental, chemical and physical analyses without
moving the sample between instruments. The ‘‘two-in-one unit’’ un-
doubtedly offers a number of advantages and provides a solution for
several fundamental and analytical problems. First of all, the problem of
the object relocation becomes irrelevant, except in the case of sub-
micrometre-sized particles. SEM is an established method of examining
samples at a variety of magnifications, with two main imaging modes
(secondary and backscattered electron imaging: SEI and BEI, respect-
ively) providing the best spatial resolution and deriving contrast either
from surface topography or mean atomic number. This means that in the
hybrid system the features of interest can be easily located using the
SEM. These can then be rapidly identified with MRS. Consequently, the
elemental and molecular spectra, the SEI and the white light images, can
be acquired from the same sample position. The data which can be ac-
quired includes the (i) morphology and mean atomic number from SEM
(SEI and BEI); (ii) elemental composition from EDS analysis; (iii) chem-
ical composition and identification from MRS and (iv) physical structure
(crystallographic and mechanical data) from MRS. As an example, Fig. 12
shows the analysis of a heavy mineral sand by means of the combined
SEM-EDS/MRS. Both the X-Ray and the Raman spectrum of the same
particle grain can be obtain, apart from the SEM image.
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Some companies provide an interfaced SEM-EDS/MRS instrument (e.g.
the Structural and Chemical Analyser, the SCA unit, from Renishaw
plc.69), but little literature on the analyses of individual environmental
particles with such a system was found in peer reviewed journals.70,71 The
first use of a combined SEM and Raman instrument was reported in 2004
by Jarvis et al.72 for bacterial discrimination. Later, in 2007, Black and
Brooker published the utilization of the SCA device for the analysis of
Clinker cement, whereas Otieno-Alego et al.73 describe some forensic
applications using the same instrument in 2007. Recently, a study of
characterization of metal-rich particulate matter in an abandoned zinc/
lead mine and other characterizing harmful compounds contained in
black slags have been published where the SCA was employed.49,74

Although such combination of techniques seems very promising,
Worobiec et al.70 stated that the measurement technique by an interfaced
SEM-EDS/MRS instrument is less obvious than one would expect, espe-
cially in the case of analysis of individual fine particles; this analytical
approach needs further and more sophisticated optimisation. The most

Fig. 12 Heavy mineral sand sample investigated by the two techniques SEM-EDS/MRS.
Taken from reference 70 with permission of Elsevier.
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important aspects regard the following: (a) vacuum versus ambient
sample chamber for MRS; (b) beam damage and molecular changes;
(c) deposition of amorphous carbon in SEM-EDS sample chamber; and
(d) relocation of fine particles. After taking these aspects into account,
the utilization of combined SEM-EDS/MRS will lead to an important
improvement for future researches and will contribute to more detailed
information about the particles emitted by the traffic.

4.1 Vacuum versus ambient sample chamber for MRS
According to Worobiec et al.,70 the Raman intensities of haematite peaks
recorded under vacuum conditions are up to 10 times lower than those in
ambient air (stand-alone set-up). This can be crucial during spectral
identification, especially for particles containing two or more poly-
morphs of a compound, where subtle differences become important.
This is of particular importance in the case of the analysis of the
micrometre-sized particles, since if the vacuum has such a major influ-
ence on the quality of the spectra, it can lead to some Raman bands not
being recognised. The analysis of soil samples rich in humic-type com-
pounds, for example, is a challenge for stand-alone systems due to the
small Raman cross section and fluorescence phenomena, and a further
reduction in signal could lead to masking of Raman active bands.

4.2 Beam damage
One of the main aspects that needs be taken into account during the
analysis of individual particles by combined SEM-EDS/MRS is particle
damage and any subsequent molecular changes that might occur under a
laser or electron beam.75 Damage to particles by the electron beam can be
minimised, and under ambient conditions carefully choosing the laser
power (for a given laser wavelength) will avoid damage in MRS and
maintain the ability to record Raman spectra of sufficient quality. The
damage to individual particles with the SEM-EDS/MRS interface seems to
be more problematic than in stand-alone instruments. It appears that
electron beam sensitive particles are not necessarily laser beam sensitive,
neither in ambient nor vacuum environments. It is however possible to
eliminate the damage caused by the electron beam excitation in a vac-
uum environment by using a liquid-nitrogen cooled sample stage.
Similarly there are several techniques (laser defocusing, dilution of
sample, use of thin sections, etc.) that can reduce laser damage to a
satisfactory degree in MRS. According to Worobiec et al.,70 it became
apparent that beam damage in the hybrid system occurs in a totally
different manner and the physical and chemical phenomena underlying
the damage remain unclear. This aspect is currently under investigation.
The obvious factors that will affect the damage processes are the
atmosphere (vacuum/air), the laser beam intensity and the presentation
(i.e. preparation) of the sample.

4.3 Amorphous carbon deposition
The build-up of carbon on sample surfaces in the SEM is frequently
observed, but remains relatively poorly understood. In the SEM, where
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the electron beam impinges upon carbon adsorbed on the sample sur-
face, its effect is to cross-link the CHx species. This cross-linking effect-
ively polymerises the contamination and stabilises it. Another
unfortunate consequence is that, where the electron beam irradiates the
sample, the local carbon activity is elevated, and this has the effect of
attracting any surface mobile or residual carbonaceous species within the
vacuum chamber to the irradiated point in order to reduce the local
surface energy. The result is that a carbon layer gradually ‘‘grows’’ on the
sample surface. This can frequently be observed as what is often (and
erroneously) referred to as a ‘‘charge square’’ on the sample. A dark
rectangle is observed where the electron beam was scanning the surface.
It is a popular misconception that the amount of carbon build-up on a
sample is related to the SEM vacuum cleanliness or the SEM pumping
method, but although these are factors, the majority of the carbon
available for polymerisation is that which is already adsorbed on the
sample. Poor sample preparation or handling will result in higher levels
of adsorbed carbon, and this represents the major contributor to the
carbon (polymer) growth on the sample in the vicinity of the electron
beam.

4.4 Particle relocation
The ultimate solution to the relocation problem is of course to use an
interfaced approach, as stated earlier. This is, however, not always the
case for the analyses of single particles in the ultra-fine size range, since
excitation of precisely the same area is strongly dependent on the pre-
cision of the reconfiguration of the laser or electron beam that needs to
take place during switching between the two modes of analysis. When the
appearances of particles are different due to the difference of depth of
field, it becomes nearly impossible to ensure that exactly the same
micrometre particle and particle part is being analysed. They pointed out
that relocation of the same particle is one of the most difficult tasks due
to the completely different properties of images obtained by electron
beam scanning and white light reflection. The greater depth of field
provided by SEM is very often not achievable by the optical microscope.
This is a main problem for large and thick objects, where some features,
easily located by means of SEM, appeared invisible in the white light
image due to, for example, the surface roughness, which is certainly the
case with mineralogical samples. In case of individual particles analysis
of geological samples, the problem of relocation is mainly dependent
on the sample preparation. Sample preparation should facilitate well-
separated and coordinated particles to ensure successful relocation.
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57 M. S. Bućko, T. Magiera, B. Johanson, E. Petrovský and L. J. Pesonen, Environ.
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This report reviews work on vibrational spectroscopy of N-donor ligand metal complexes
from 2008–2013. The particular focus is on the examination of excited states using
resonance Raman spectroscopy, transient resonance Raman spectroscopy and time-
resolved infrared spectroscopy. The report describes some of the basic concepts around
each technique and then highlights work from the review period that exemplifies the utility
of each method. In addition tables are included that summarise the work using these
methods over the review period.

1 Introduction

N-donor ligand or polypyridyl ligand metal complexes play a key role in a
variety of important chemical applications. These include:

1. solar energy systems;
2. photocatalysis;
3. analyte sensing.

Metal polypyridyl complexes are at the heart of the dye-sensitised solar
cell, developed by Grätzel.1,2 These complexes have also found utility in
photocatalysis3 for CO2 remediation or hydrogen evolution.4 There is also
significant research into the use of these complexes in analyte sensing
including with DNA5–7 and in the detection of anions.8–11 Key to the
success of each of these applications are the excited states, for it is the
excited states that are the critical reactive reagents in these applications.

In this chapter we review papers from 2008–2013 that cover the use of
vibrational spectroscopic methods that provide insight in to the nature of
excited states. In this regard it is important to carefully consider the
‘‘types’’ of excited states that are important. Metal complexes may have a
variety of excited states and these will be discussed shortly. An alternative
and useful way to describe types of excited states is by considering
timescale. These differing domains are depicted in Fig. 1. Upon photo-
excitation the system is excited to the Franck-Condon state; this can be
considered as an ensemble of vibrational levels of the upper state or as a
wavepacket deposited on the excited state surface (FC Fig. 1). Subsequent
to this initial state relaxation processes occur (I, Fig. 1) – typically on ps
timescales that lead to the population of the lowest energy thermally
equilibrated state, or THEXI state as termed by Adamson, which typically
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has a lifetime of nanoseconds (THEXI, Fig. 1).12 In many applications it is
the THEXI state that is the active reagent; however this is not always the
case and the intermediate states may also play a role particularly if fast
electron transfer occurs as in DSSCs.2

Excited state classification
The types of excited states that play a role in metal polypyridyl complexes
have been summarised by Crosby.13 If one assumes an octahedral ligand
field the metal d-orbitals split into t2g (dp) and eg (ds). The types of
excited states are then:

1. Ligand field (LF or d-d) – originating from a dp - ds transition.
The e for this is low because the transition is Laporte forbidden. Excited
states of this type can lead to photochemistry;

2. Ligand-centred (LC) – originating from a ligand-based pL-p*L

transition. These typically have eB104 to 105 M�1 cm�1 and they are
generally photochemically stable but may lead to emission;

3. Metal-to-ligand charge-transfer (MLCT) – a dp-p*L transition.
These have eB103–104 M�1 cm�1 and are generally stable and can result
in strong emission;

4. Ligand-to-metal charge-transfer (LMCT). These occur for d5

configurations and can be observed in excited state spectra of complexes,
such as [Ru(bpy)3]2þ or Ru(III) complexes;14 the eB103 M�1 cm�1 is lower
than MLCT transitions because of the diminution of wavefunction
overlap between the donor and acceptor orbital (Fig. 2).

Fig. 1 Potential energy surfaces showing Franck-Condon (FC) and THEXI states and
intermediate relaxation (I). The structural distortion between ground and resonant surface
along the normal coordinate (Qi) is given as Di.
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This report deals with three well-used vibrational spectroscopic tech-
niques in understanding photoexcitation and excited states, namely
resonance Raman spectroscopy, time-resolved resonance Raman spec-
troscopy and time-resolved infrared spectroscopy.

One issue that has become ubiquitous in papers dealing with these
techniques is the use of quantum calculations, particularly density
function theory (DFT). In almost of the examples herein DFT has been
used directly or indirectly in the interpretation of the data. An excellent
review of the DFT calculations employed is available and we do not give a
detailed account here.15

2 Resonance Raman spectroscopy

Resonance Raman spectroscopy has been shown to be a powerful tool in
probing the electronic structure of polypyridyl compounds16–18 and has
recently been reviewed.19 The utility can be attributed to the way that
resonance Raman can inform on the nature of specific electronic tran-
sitions by tuning the exciting laser wavelength. Resonance Raman spec-
troscopy is unique from the non-resonant case in that the exciting laser
wavelength is coincident with an electronic transition. The molecule is
consequently excited into an existing electronic state rather than the
virtual state of non-resonant Raman spectroscopy. A striking enhance-
ment, of up to six orders of magnitude,20 of select vibrational modes is
observed in a resonant spectrum. What makes the technique so useful is
that the nature of this enhancement is not random; instead, it is greatest
for modes that mimic the resonant electronic transition or those modes
that show a large Di (Fig. 1). This behaviour is exemplified by comparing
the resonance Raman spectra to the normal Raman spectrum of a metal
polypyridyl complex which has ancillary CO ligands, such as
Re(pqx)(CO)3Cl (Fig. 3).21 The normal Raman spectrum of this complex
shows bands from the pqx ligand and from the ancillary CO ligands. As
the CO ligands exhibit a facial arrangement, 3 bands are observed and
these lie at 1870, 1919 and 2021 cm�1. This complex has a strong MLCT
transition at about 450 nm. If one measures the resonance Raman
spectrum at this wavelength then the observed signal differs significantly
from that of the non-resonance data; most strikingly only the 2021 cm�1

CO band is observed (Fig. 3). As the resonant transition is MLCT in na-
ture the resulting state has a (dp)5(p*L)1 configuration. The diminution of
electron density about the dp orbitals means that the backbonding to the

Fig. 2 MO overlap for MLCT and LMCT transitions. The MO for p*CO is included here to
assist latter discussion.
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CO ligands is reduced and these ligand bonds strengthen.22 The en-
hancement of only the highest frequency band can be rationalised if one
considers the nature of the normal coordinates associated with each of
these modes. The mode associated with the band at 1870 cm�1 is a
stretch of equatorial CO ligands with compression of the axial CO. The
MLCT excitation results in the bonds of the CO ligands being strength-
ened and thus this asymmetric vibration does not mimic the excitation
and has a small D (Fig. 1). The mode associated with the 1919 cm�1 vi-
bration is an asymmetric stretch of the equatorial CO ligands and this
also does not mimic the excitation; only the mode associated with the
2021 cm�1 vibration does this as it is a symmetric stretch in which the CO
bonds in all three ligands are displaced in phase. This mode does mimic
the excited state and thus is enhanced.

The CO vibrations are an example in which some empirical knowledge
of the normal modes is sufficient to provide insight; however with the
advent of computational chemistry the detailed nature of the ligand
normal modes are readily available and these can be used in interpreting
the structure of the MLCT excited state in terms of the acceptor orbitals
on the ligand, in this case pqx. This allows one to map out the change in
electron density during each transition independently.

Wavepacket modelling may be used to further interpret resonance
Raman spectra. It is particularly useful if the spectra have been taken at a
series of excitation wavelengths across the absorption band to give a res-
onance Raman excitation profile; a plot of resonance Raman cross section
for bands versus excitation wavelength. Wavepacket modelling is based on
time-dependent theory developed by Heller and coworkers.23–26 This
models a wavepacket propagating on an excited state surface and informs

Fig. 3 Electronic absorption spectrum, structure and resonance Raman (upper trace, S
denotes solvent band) and normal Raman (lower trace) spectra of Re(pqx)(CO)3Cl.21
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on the magnitude of displacement for chosen vibrational modes (Di).
Additionally, mode-dependent reorganisation energies ln/cm�1 can also be
calculated from this method using the relationship: ln= (ni/2)Di

2, in which
ni is the wavenumber of the ith mode and Di is the displacement along
coordinate i (Fig. 1).

In addition to its use for assigning the MLCT transition, resonance
Raman spectroscopy may also be used to identify other transitions, the
nature of the chromophores, for identifying reaction products and
intermediates and the nature of oxidised or reduced molecules through
the use of spectroelectrochemistry. Even when narrowed to the investi-
gation of polypyridyls a number of studies have utilised resonance
Raman spectroscopy to achieve the above aims. Table 1 collects such
references together for the last 5 years, as well as indicating the exciting
wavelengths used and what type of study was performed: Chromophore
identification (CI), wavepacket analysis (WP), spectroelectrochemistry
(SE), product characterisation (PC) intermediate characterisation (IC) and
transient Raman (TR). The TR section is discussed in Section 3.

A full review of all work in Table 1 would be of considerable size and
rather than detail each paper a number of highlights of types of systems
(solar cell materials and dipyridophenazine complexes) are noted and
specific examples of types of experiments (chromophore identification,
spectroelectrochemistry and wavepacket analysis) are described.

Solar cell materials
Resonance Raman spectroscopy has been used to try to understand the
interactions between substrates and dyes; particularly in dye-sensitised
solar cells. Likodimas et al.27 studied the effects of light stress and voltage
bias on the solar cell ruthenium complex (N719, Ru(L-R1)(L-R2)(NCS)2,
Table 1) on TiO2. They characterised the bound dye on TiO2 and found that
in cell ageing experiments the TiO2 showed band broadening. In a related
study Zedler et al.63 examined the spectrum of N719 on Au nanoparticles.
Through a comparison of the resonance Raman spectra and the surface-
enhanced resonance Raman (SERRS) spectra they determined that the dye
was only slightly electronically affected by binding to the Au surface. Kavan
et al. used similar dyes on single-walled nanotubes (SWNT).32 They found
that hole injection into the SWNT rapidly bleached the dye; however
electron injection did not adversely affect the dye on the surface. Inter-
actions with dyes and TiO2 were also examined, using wavepacket analysis,
by Giokas28 who found that the use of phosphate binding groups gave
negligible charge-transfer interaction between the dye and TiO2.

Finally the interaction of carboxylate substituted bpy complexes of the
type RuL2(CNS)2 in solution were examined in regards to deprotonation
and reduction.31 From analysis of the bpy-band shifts in the resonance
Raman spectra (supported by DFT calculations) it was shown that the
reduction weakens the bpy structure and that the CNS ligands are not
spectator units but play a key role with the metal dp orbitals as the donor
MO set in the MLCT transition. Such findings are consistent with time-
resolved IR studies of these types of complexes that point to an MLCT
that involves the CNS ligands in the donor wavefunction.64–67
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Table 1 Complexes studied in the 2008–2013 period pertaining to resonance Raman spectroscopy. Techniques include: Chromophore identification (CI);
wavepacket analysis (WP); spectroelectrochemistry (SE); product characterisation (PC); intermediate characterisation (IC); transient Raman (TR).

Ligand Complex Technique lexc/nm Reference

N

N

R

R

Ru(L-R1)(L-R2)(NCS)2 IC 514, 785 27
R1 = C9H19,R2 = CO2H SE
[Ru(L)n(bpy)3-n]2þ CI 457, 488, 514 28
n = 1,2,3 IC
R = H2O3P, H2O3PCH2 WP
[Ru(bpy)3]2þ [Ru(bpy)2(L)]2þ TR 350, 475 29
L = CO2H

[Re(L)(CO)3Cl]
[Re(L)(CO)3(py)]þ

[Cu(L)(PPh3)2]þ

R= N N

O

NPh2

CI
350, 406.7, 413.1, 444.3,

457.9, 488, 514.5
30

N

N

R1

R2

[Ru(NCS)2L2]2� SE 458 31
R1 = CO2H, R2¼Bu4NþCO2

� PC
Ru(L1)(L2)(NCS)2 SE 514.5, 568 32
L1: R1 = R2¼C9H19

L2: R1 = CO2H R2 = CO2Na
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N

N

N

N

N

L1

N

N N

N(CH2)n

L2(n)

[Ru(bpy)2(L1)]2þ, [{Ru(bpy)2(L1)}2Fe]6þ,
[Ru(bpy)2(L1)Fe(bpy)2]4þ,
[{Ru(bpy)2(L2(n))}3Fe]8þ where n = 2, 4, 6

CI
355, 532 33

TR

N N

R R

N N

R2

R1

[Ru(bpy)2(L)]2
+

Re(CO)3(L)

R=

O
O

O
O

N
P

N
P
N

P
O O

R1 = H, Ph

R2 = 

O
O

O
O

N
P

N
P
N

P
O OPh

N
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N
P
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O OPh

OPh

OPh
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OPh
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Table 1 (Continued )

Ligand Complex Technique lexc/nm Reference

N

N

[Cu(PPh3)2(L)]þ TR 355 35

N

N

Pt
RS

RS

R = 
R1

R1 = H, OCH3, NO2
TR 493 36

N

N

R

R

[Cu(bpy(Mes)2)(L)]þ

CI
406, 448, 458, 488, 515,

532, 568, 594
37

L = bpy, phen, biq
R = CH3, Ph

N

N N

N R2

R2

R1

R1

[Ru(4,40-tBu-bpy)2(L)]2þ

CI 458, 476, 488 38
R1 = Br, R2 = H
R1 = H, R2 = Br
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N

N N

N R

R = CN, 

N N

O

[Re(L)(CO)3Cl]
CI

356, 413 39
[Cu(L)(PPh3)2]þ

[Ru(bipy)2(L)]2þ TR

[Ir(ppy)2(L)]2þ

N

N N

N R

R

[Cubpy(Mes)2(L)]þ

[Re(L)(CO)3Cl]
R = SCN, SC10H21

R

R = S2CS

CI
351, 356, 406, 413,

448, 457, 488, 515
40
41

N

N N

N N

N

[Ru(4,40-tBu-bpy)2(m-L)PdCl2]2þ CI 458 4, 42

tpy tpy

[Ru2Cl(bpy)2(L)]3þ SE 633 43
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Table 1 (Continued )

Ligand Complex Technique lexc/nm Reference

IC
WP

NN

R2

N
H

N
H

R1R1 [RuCl(tpy-(tBu)3)L]

CI
458, 476, 488 44–46

R1 = tolyl, Ph-NMe2, Ph-CO2Et; R2 = Ph

N R

N

N

[RuL2]2+

R = H, 
OC8H17

H17C8O

CC 476 47

N

N
N

N

N

[Ru(4-methyl pyridine)2(H2O)L2]2þ IC
532 48

SE

R
N

N

[Ru(bpy)2L]þ/0 WP 413, 444, 458, 488,
514.5, 532
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N

N
N N

R

ReCl(CO)3(L)
R = C8H17, FC,

R1
R1

R1 = H, OCH3, NO2

CI 351 50

N
N

N
N

N

N

ReCl(CO)3(L)
CI 444, 568, 647 51anti/syn-[(ReCl(CO)3)3(L)]

anti/syn-[(ReCl(CO)3)2(L)]
[(Cu(PPh3)2)3L]3þ CI 406, 413, 444, 458, 488,

515, 532, 568, 647
52

WP

N
R

NN

XN FeLZ
CI

355, 401, 449, 473 53
X = N, R = H, Z = CH3CN
X = N, R = CH3, Z = CH3CN IC
X = N, R = H, Z = Cl

N

N N

N

[Ru(dppz)2(L)]2þ

R =

CI 458 54
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Table 1 (Continued )

Ligand Complex Technique lexc/nm Reference

N
R

b

Where the bond
order of b = 1,2,3.

[Re(CO)3(phen)(L)]þ

CI 351, 413, 444, 458 55
R = NMe2, NPh2

N
N

N
N

N

N
[Ru(bpy)2(L)]2þ WP 458, 480, 515, 530 56

N

N

R
[Ru(bpy)2(L)]2þ

CI 458, 488, 515 57
R =b-cyclodextrin
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N

N

N

Pd(Cl)(NCCH3)

N

N

N
Pd(Cl)(NCCH3)

[Ru(bpy)2(L)]2þ CI 355, 450, 473 58

N N

N N
M

[Ru(bpy)2(L)]2þ CI
355, 450, 532, 561 59

M = nothing, {Ru(bpy)2}, PdCl2, PtCl2 TR

N

N

N N

N
R [Ru(bpy)2(L)]þ

CI
355, 401, 449, 473,

532, 561
29, 60

R = Ph
TR

[(bpy)2(H2O)RuIIIORuIII(OH2)(bpy)2]4þ
CI

458, 466, 477, 488, 497,
502, 515, 568, 647, 676
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Dipyridophenazine systems
Dipyridophenazine (dppz) systems have been studied using resonance
Raman, transient Raman and time-resolved infrared spectroscopies.
They are of interest because they possess a number of low-lying excited
states with differing electronic character. These states have significantly
different spectral and photophysical properties. The electronic structure
of dppz is such that there are two MOs that lie close in energy but have
quite different wavefunction disposition. There is a phen-based MO
p*(phen) in which wavefuction amplitude is across the rings A, B and C of
the dppz framework (Fig. 4); there is significant amplitude at the che-
lating nitrogen atoms but none of the nitrogen atoms at ring D (the
phenazine N atoms). Conversely the p*(phz) MO has nodes at the che-
lating N atoms but amplitude at the phenazine N atoms.

It is possible to selectively tune the energies of these two MOs in-
dependently using appropriate substituents. Kuhnt et al.38 studied
{Ru(bpy)2}2þ with substituted dppz ligands. They found that with Br
substituents on the phen portion (2,7-position) the optical spectrum was
broadened and the red edge of the absorption showed enhancement of
the phen modes of dppz68 which are shifted because of the Br substitu-
ents; this is similar to an earlier study in which [Ru(bpy)3-n(Br2-bpy)n]2þ

(where n = 0, 1, 2, and 3) was investigated and found to have lower lying
Ru-Br2bpy transitons than Ru-bpy.69

Lundin et al.39 studied dppz with strongly electron withdrawing groups on
the phz portion (oxadiazole and CN). By examining the resonance Raman
spectrum of the ligand and comparing that to the complex it is possible to
gauge the perturbation on the system caused by complexation. For the dppz-
oxadiazole the spectrum with 356 nm excitation is dominated by a band at
1540 cm�1 associated with the oxadiazole; this is consistent with a p-p*
transition in which the p MO is delocalised and the p* MO localised on the
phz portion of dppz. This enhancement pattern is also observed in the
rhenium(I) complex with 356 nm excitation but on tuning to lower energy
(lexc = 413 nm) phen modes become enhanced and the metal CO band also
gains in intensity as the MLCT (dp - p*(phen)) comes into resonance.

Chromophore identification
An excellent example of chromophore identification was reported by
Siebert et al.47 In this study they used resonance Raman spectroscopy to
ascertain the effect on the MLCT transition in a series of ruthenium
complexes with substituted terpyridyl ligands with extended ethyne
phenyl substituents (Fig. 5).

Fig. 4 Structure of dppz with ring labels, wavefuctions for frontier unoccupied MOs.
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Electronic absorption spectra of the complexes showed that as the
substituent in the 40-position increases in length there is a bathochromic
shift of the MLCT band from 475 to 492 to 497 nm. This is indicative of
extended p-conjugation and a greater delocalization of the MLCT state. In
order to further characterise this MLCT state Raman spectra were col-
lected with lexc = 476 nm, in resonance with the transition (Fig. 5).

The spectra of Ru2 and Ru3 are remarkably similar to each other but
significantly differ from the spectrum of Ru1. Vibrational modes en-
hanced in the resonance Raman spectrum of Ru1 are assigned to various
terpyridine stretches consistent with a LUMO on the ligand. Ru2 and Ru3
display many extra enhanced bands assigned to terpyridine stretches as
well as a vibration involving the directly linked phenyl ring. The similarity
between Ru2 and Ru3 in addition to the absence of a CRC vibration (at
around 2200 cm�1) suggests that the excited state extends only to the first
phenyl ring on the substituent and no more. Additionally the authors
provide a detailed investigation of the band at 1355 cm�1, previously
shown in closely related zinc(II) complexes to be an indicator for the
conjugation between the terpyridine sphere and the adjacent phenyl
ring.70,71 The authors deconvoluted the band into two separate peaks and
plotted the peak areas which in both cases were greatest (by around 1/2)
for Ru3. It follows that for Ru3 the transition must be more localised
on the molecule where the 1355 cm�1 vibration occurs than for Ru2.

Fig. 5 Ligand structures and resonance Raman spectra of complexes in MeCN
(lexc = 476 nm) from Siebert et al.47
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This indicates that upon increasing the length of the substituent at the
40-position the conjugation between the moieties is increased.

Spectroelectrochemistry
Resonance Raman may also be used in conjunction with electrochemistry
(spectroelectrochemistry) in order to identify the nature of reduced or
oxidised species. This technique was used by Wada et al.43 in order to
understand the mechanism of water splitting with the ruthenium catalyst
shown in Fig. 6. The method by which O–O bond formation occurs (an
essential step to evolution of O2 and H2) has been a point of contention
among researchers with several possible reaction mechanisms pro-
posed.61,62,72 This paper describes data that are interpreted as showing
the first identification of O–O bond formation prior to the evolution of O2

through the use of resonance Raman spectroelectrochemistry.
Oxidation of the complex in water leads to a decrease in the observed

absorption band at 468 nm and the growing in of a band at 688 nm (Fig.
7(B)). When the resultant solution was left without applying voltage,
oxygen was evolved while a new band at 475 nm grew in and bleaching of
the 688 nm band occurred (Fig. 7(C)). The authors therefore assigned the

Fig. 6 Structure of the ruthenium containing water-splitting complex investigated by
Wada et al.43

Fig. 7 UV-Vis-NIR spectrum of [1]3þ ions in water during electrolysis at A) E = þ0.85 V
and B) þ 1.4 V (vs Ag/AgCl) and C) after electrolysis had stopped. Used with permission
from reference 43.
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absorption at 688 nm as being due to the precursor to O2 evolution,
which contains the O–O bond of interest. Additionally the observation of
the band at 475 nm after O2 evolution suggests that the original {RuII-
(bpy)(trpy)} framework of the catalyst is maintained.

Resonance Raman spectra were obtained at 633 nm upon oxidation of
[1]3þ in H2O, in order to be in resonance with the 688 nm absorption. Two
Raman bands were observed at 442 and 824 cm�1 when the solvent used
was H2

16O, which shifted to 426 and 780 cm�1 for H2
18O. These isotope

shifts (16 and 44 cm�1) are consistent with the bands being due to the Ru–O
and O–O stretching modes respectively. From previous studies73 the
authors assigned the O–O band as being due to an end on m-O2. The (=O)2

binding motif was also considered, through the oxidation of a
[Ru(bpy)(tpy)(OH2)]2þ complex. The resultant resonance Raman spectrum
showed a new band at 819 cm�1 in H2

16O which shifted to 785 cm�1 in
H2

18O, confirming the R¼O stretch mode through the calculated isotope
ratio (34 cm�1). This species however was not seen in the Raman spectrum
of oxidised [1]3þ. The authors reasoned that after the [RuIV(bpy)2-
(btpyan)(¼O)2]4þ ions are formed upon oxidation the two {RuIV¼O} moi-
eties would be so close together that the repulsion of the two oxo groups
would be overcome by the coupling reaction of the two to give the O–O
bond. The 688 nm band is therefore assigned to the [RuIII

2(bpy)2(btpyan)-
(m-O2)]4þ ion.

Wavepacket modelling
Wavepacket modelling is a powerful method that uses resonance Raman
intensity analysis to calculate specific mode displacements upon elec-
tronic excitation. McLean et al.49 reported a wavepacket analysis of the
complexes displayed in Fig. 8. The electronic absorption spectra of these
complexes involve a strong ligand-centred (LC) p-p* band at around
464 nm and a weaker broader MLCT band at about 524 nm. Resonance
Raman spectra were therefore obtained at 457, 488 and 514.5 nm in order
to gain a better knowledge of these transitions. A quantitative analysis of
the enhancements of bands seen for the different excitation wavelengths
allowed the authors to assign the p-p* band as being localised on the

Fig. 8 Structure of the complexes (1-R) reported by McLean.49
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dipyrrin ligand while the MLCT band involves a LUMO on the bipyridyl
moiety.

Wavepacket modelling was performed over the two transitions with the
largest oscillator strengths (the LC and MLCT transitions) as these would
be expected to affect the resonance Raman intensities the most. This
assumption is confirmed by the reasonable match seen in Fig. 9 of the
simulated Raman excitation profiles with the experimental Raman in-
tensity data points. One mode (q41) was observed to dominate with a
dimensionless displacement (D) almost double that of any other mode at
0.47 for the LC transition. This indicates that the mode is extremely
important in the Franck-Condon region for that transition. The mode, at
409 cm�1, is a bending mode based on the dipyrrin phenyl group. Modes
are generally found to have Ds of between 0.05 and 0.25 which, for
stretching vibrations, equates to a cartesian bond length increase of
0.15 Å following excitation. The total inner-sphere reorganisation ener-
gies, calculated by summing all vibrational energies together for each
transition, were found to be very similar for both the transitions. The
solvent reorganisation however was found to dominate for the MLCT
transition compared to the LC one.

The excitation profiles show two distinct patterns, either a mode is
enhanced solely with excitation of the LC band (only one peak seen in
Fig. 9) or it is enhanced with both bands (two peaks observed). The type
of bands showing only enhancement at the LC transition are all based on
the dipyrrin, as noted previously. This pattern of enhancement is not
consistent with results obtained from the TD-DFT calculations of [1-CO2],
where the relevant transition is based largely on the bipyridyl ligands. On
the other hand TD-DFT calculation of the reduced species [1-CO2H]þ

predicts an intense band here that is dominated by amplitude changes
on the dipyrrin ligand alone. Additionally the transition predicted for the

Fig. 9 Raman excitation profiles of [1-CO2]. Solid lines are simulated profiles with ex-
perimental value points at specific excitation wavelengths overlayed. Used with permission
from reference 49.
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MLCT band involves electron density changes on the ruthenium and
bipyridine orbitals (as expected) while that for [1-CO2] involves dipyrrin.
Consequently, the electronic structure of the Ru(bpy)2dipyrrin species
seems to be modelled better by [1-CO2H]þ than by [1-CO2].

The nature of structural changes that occur in the complex upon p-p*
excitation were also proposed by the authors based on the enhanced vi-
brational modes, specifically q41. The mode is a transannular torsional
mode on the dipyrrin phenyl ring. In the ground state this ring is non-
planar, the strong enhancement of the mode suggests a large change in
this angle upon excitation. Based on previous work74 the authors suggest
that the dihedral angle in the excited state could be 1801 which would
lead to a significant resonance Raman enhancement in the associated
torsional mode, q41, which is consistent with observation.

The effect of changing the R group was considered. A considerable
decrease in the resonance Raman enhancement of the q41 mode
was observed as R was protonated and then esterified. This indicates
that the excited-state mode displacement decreases. The authors
suggest that this could be due to the increased stacking effect when the
phenyl ring substituent is uncharged, as in the protonated and esterified
cases, inhibiting the torsional motion of the phenyl ring in the excited
state.

It is worth noting that newly developed techniques now allow for a
calculation of resonance Raman excitation profiles and these techniques
will clearly have a bearing on future research in this area.56,75

3 Time-resolved resonance Raman

Time-resolved or excited resonance Raman spectroscopy may be used to
obtain spectral information on various moieties present in the transient
states of metal polypyridyl complexes. There are two protocols that may
be employed in deriving the transient resonance Raman spectra: firstly,
one can use the single-colour, or single pulse, pump-probe method. The
sample is irradiated with a train of pulses (of ns or ps duration) and the
resulting resonance Raman scattering is collected. This method was used
in the early experiments on [Ru(bpy)3]2þ pioneered by Woodruff and
Dallinger.76,77 The experiment gives Raman scattering from the excited
state because the leading edge of the pulse rapidly establishes excited
state in the irradiated volume as the photon to molecule ratio is high. As
the laser pulse is often 10 ns in duration diffusion is not an issue and the
relaxation of the transient species within the irradiated volume is also
negligible. Indeed a pulsed laser may not be required if the excited state
is sufficiently long-lived as demonstrated by Hester et al. who used a
chopped CW argon ion laser beam to obtain the excited state vibrational
spectrum of [Ru(bpy)3]2þ.78 This is often referred to as TR2, transient
resonance Raman.

One limitation of the single colour method is that it provides infor-
mation on the transient species that exists in the irradiated volume
during the laser pulse; it is not strictly time-resolved as the experiment
gives no ability to change when the Raman scattering is to be measured
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relative to initial excitation. To do this one can use the two-colour
pump-probe method in which the sample is irradiated with two trains of
laser pulses; one provides the pump pulse and the second, suitably
delayed, provides the probe pulse. Using this type of experiment the
resonance Raman spectra from the irradiated volume may be measured
as a function of time-delay between excitation and probe. This is referred
to as TR3, standing for time-resolved resonance Raman.

Transient resonance Raman has been used effectively to determine the
nature of various species present in metal polypyridyl complex excited
states; however the resonance effect dominates the spectra obtained.
Thus the vibrational data collected is a strong function of the absorption
properties of the excited state.

Two-colour time-resolved studies
An example of TR3 spectroscopy in which the kinetics of an excited state
relaxation are measured is work by Henry et al.29 in which they study the
spectra of [Ru(bpy)3]2þ and two substituted analogues using 1 ps pulse
widths and a Kerr gate detection system to reject fluorescence.79,80 From
these studies they determined that the population of the 3MLCT (THEXI)
state occurs in B20 ps on the basis of the growth of the bpy�� bands;
interestingly in 1987 Brus et al. reported that the single-colour transient
Raman spectrum with 355 nm (6 ps) pulsed excitation showed bpy��

features.81 The results are in agreement with earlier transient electronic
absorption studies.82,83

In a study of multi-nuclear complexes, containing Fe and Ru, it was
found that the excited state electronic spectra showed biphasic behaviour
(Fig. 10).33 The assemblies contained both terminal and bridging bpy
units and the electronic spectroscopy was unable to differentiate between
radical anion species of each. TR3 spectroscopy was used to show that the
MLCT excited state formed on the terminal bpy (RuIIIbpy��) was longer-
lived than that formed on the bridging bpy, even though the bridge was
unconjugated.

Single-colour studies
Single-colour studies have been used to determine the nature of the ex-
cited state in cases where transient electronic absorption signatures
cannot give unequivocal interpretation. Brennan used TR2 to show that
the excited state of a [Ru(bpy)2(pyrazin-20-yl-1,2,4-triazolato)]þ was
(RuIIIbpy��) despite perturbations (protonation and methylation) to the
pyrazin-20-yl-1,2,4-triazolato ligand.60 Horvath et al.34 showed that in-
corporation of {Ru(bpy)2}2þ and {Re(CO)3Cl} moieties on to a cyclo-
triphosphazene unit did not affect the nature of the excited state which
showed characteristic bpy�� features.

The characterisation of new types of excited states has also been ac-
complished using TR2. In a study of substituted dppz systems39 the 3LC
states were characterised by measuring the TR2 of the ligand. This was
then compared to the complexes to see if the same type of spectrum was
observed. In the case of {Cu(PPh3)2}þ complexes a characteristic 3LC
signature was seen – however for the corresponding {Re(CO)3Cl} complex
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the spectrum appeared to contain phenazine radical anion features
suggesting a mixed LC/MLCT excited state.

Finally in a study of Pt(bpy)(4-X-PhS)2 (X¼NO2, OCH3 and H) Mel’ni-
kov36 showed using single-colour TR2 methods that with 493 nm exci-
tation a bpy�� feature is formed – however when the higher energy
400 nm excitation is used the transient spectrum is altered and a low
frequency feature corresponding to a sulphur radical anion is observed.

4 Time-resolved infrared spectroscopy (TRIR)

Time-resolved infrared techniques have been widely utilised to probe
excited state structural changes in metal polypyridyl complexes on the ps
and ns timescale.

Polypyridyl ligands tend to show vibrations in the fingerprint region
(1000–1700 cm�1), but these can be difficult to interpret. Often CO, CN or
CRC groups are used as TRIR markers, as these tend to be easily inter-
preted in terms of band shifts upon excitation, and they are observed in
isolated spectral regions. Common to all of these groups, which makes
their behaviour easy to interpret, is a p system. Formation of an excited
state, depending on its nature, can populate the p*CO MO (Fig. 3), which
leads to a weakening of the bond and thus a decrease in vibrational
frequency, or reduce electron density, strengthening the bond and rais-
ing the frequency. A common TRIR motif, Re(CO)3(L)(diimine), may form
an MLCT excited state in which the Re centre is formally oxidised from
Re(I) to Re(II) and the diimine is reduced; this withdraws electron density
from the CO (although population of the diimine p* does produce a
backbonding effect, hence the shift in n(CO) is more significant if
the electron on diimine�� is localised far from the metal centre) and
an increase in n(CO) relative to the ground state is observed, while a

Fig. 10 Structure of multinuclear complexes (n = 2, 4, 6) reported in reference 33, de-
piction for the two types of Ru(bpy)-based MLCT excited states.
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ligand-centred (LC) p,p* state causes a decrease in n(CO) because the
increased electron density in the diimine p*L system donates electron
density via backbonding into the p*CO.

Platinum complexes
Adams et al.84 examined square planar Pt complexes of MesBIAN (see
Fig. 11) with two acetylide co-ligands, and examined the CRC IR region.
IR of the oxidised species suggests the HOMO is 32% based on the
actylide p-system, and that of the reduced species indicates MesBIAN-
based reduction. TRIR showed a decrease in n(CRC) for the transient
species relative to the ground state (1820, 2028 cm�1 and 2124, 2115 cm�1

respectively), consistent with a decrease in electron density of the CRC p
system (as opposed to population of p*). Since no bands in the finger-
print region are consistent with the formation of MesBIAN��, then the
transient bands are proposed to be due to ‘oxidised’ Pt(CRC)2 as similar
bands have been observed for compounds like this where the structure
becomes more C¼C-like. The excited state is assigned as charge-transfer
in nature in which electron density is delocalised from the formally
triple-bonded acetylide to MesBIAN, altering the bond order and forming
a pseudo-cumulenic structure (R–C¼C¼C–R 0).

Best et al.85 studied Pt complexes; these had one or two metal centres
with catechol ligands (Fig. 11, where R¼CONEt2 is named bpyam and
R = tBu named bpy-tBu). In all cases, catechol vibrations (assigned by DFT
and comparison to control Pt(cat)(PPh2-Et-PPh2)) dominated the IR
spectra. IR spectroelectrochemistry showed for all cations the 1600 cm�1

n(CO)/n(CC) band shifted to 1575 cm�1 – this is a marker for the catechol
to semiquinone conversion. For (Pt(bpyam))2(cat) and Pt(bpyam)(cat) the
1639 cm�1 amide C¼O bleach and 1625 cm�1 transient show that bpyam
p* is populated. For (Pt(bpy-tBu)2)(cat) and Pt(bpy-tBu)(cat) bleach of the
1289 cm�1 C-O band and the 1624 cm�1 CN band, and the formation of
1600 cm�1 CN transient, the 1564–1575 cm�1 semiquinone marker and
bpy�� bands show that the catechol is oxidised and bpy reduced and thus
are indicative of an LL’CT state populating bpy p*.

Fig. 11 Complexes studied by Adams84 (left hand side) and Best85 (right hand side).
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Isomerisation and permanent photoproducts
Busby et al.86 study cis-trans isomerisation about a C¼C bond in the
excited state for the ligands Medpeþ and stpy (Fig. 12). Re(CO)3-
Cl(Medpe)2 shows a large increase in n(CO) upon excitation (A’(1)
2028 cm�1 in the ground state and 2080 cm�1 transient), indicating oxi-
dation of Re and suggesting that the electron resides on the pyridyl ring
furthest away from the metal centre, because backbonding is reduced.

The bpy analogue (Re(CO)3(bpy)(Medpe)) shows more complicated
behaviour, upon excitation initially ground state CO bands at 1929 and
2035 cm�1 bleach and transient CO A’(1) bands appear at 2055, 2085 and
2027 cm�1. This indicates the formation of three different excited states:
the 2085 cm�1 band is assigned to MLCT(Medpe) as it has a similar shift
to the complex with two Medpe ligands, while the 2055 cm�1 band is
assigned as MLCT(bpy) because it also shows an increase in n(CO) con-
sistent with an MLCT state, but the shift is smaller indicating there is
more backbonding from the now-populated polypyridyl p* to CO p*, and
finally the 2027 cm�1 band, which is decreased in frequency relative to
the ground state, is assigned as a ligand-centred 3p,p* state (trans-con-
figuration). With t= 0.6 ps the MLCT(Medpe) band decays and the p,p*
band increases in intensity, with t= 5–10 ps the MLCT(bpy) band decays,
and the 2027 cm�1 p,p* band decays with t= 21.3 ps into a 2032 cm�1

band assigned to the cis-conformer in a direct process (since an isosbestic
point is observed).

Mixed-valent systems
Complexes with multiple metal centres may show different types of redox
and excited state behaviour: metal-to-ligand charge transfer or one-elec-
tron oxidation can produce a mixed-valent system which may be localised
or delocalised. These forms of mixed valence are labelled as class I, II and
III according to Robin and Day.87,88 In class III both metal centres are
‘half’-oxidised. TRIR is a useful tool to elucidate such behaviour, since
the number of bands is sensitive to the symmetry of the metal centre,
which is exemplified by Wragg et al.89 Here, either one or two {Ru(CN)4}2�

centres are coordinated to bppz (Fig. 13) and probed using IR spectro-
electrochemistry and TRIR of CN bands. For [Ru(CN)4(bppz)]2�, one-
electron oxidation gives an increase in n(CN) from 2090, 2063, 2053 cm�1

in the ground state to 2106, 2096, 2083 cm�1, as expected when Ru(II) is
oxidised to Ru(III). 355 nm excitation in D2O or DCM leads to a transient
spectrum in which 2056, 2061 cm�1 bands are bleached and transient
bands are observed at higher frequency: 2102 cm�1 in D2O and 2093 cm�1

in DCM, which is consistent with MLCT(bppz) depopulating CN p*.

Fig. 12 Structures of isomerisable ligands studied by Busby et al.86
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[(Ru(CN)4)2(m-bppz)]4� CN bands are observed at 2088, 2064, 2053 cm�1;
one-electron oxidation causes these bands to shift to higher frequency
(2094, 2079, 2068 cm�1). The shifts for this complex are approximately
half of those observed for the mononuclear complex, and there is only
one set of CN bands, therefore the metal centres must both be in the
same environment, and on this timescale the complex is in a (Ru2.5þ)2

state. The two-electron oxidation product CN bands are observed at 2110
and 2095 cm�1 which is consistent with both centres being Ru(III). One-
electron reduction (which must be bppz-based) predictably causes a de-
crease in n(CN). In D2O, 355 nm excitation bleaches the ground state CN
bands, and produces transients of the 2088 cm�1 band both higher
(2090 cm�1) and lower (2028 cm�1) in frequency. Consequently, on the
TRIR timescale the system is mixed-valent since there are now two types
of CN environment, the higher frequency band must be formed by MLCT
(Ru to bppz) oxidising one Ru(II) to Ru(III) because the electron density
of CN p* decreases, while the lower frequency band arises from bppz��

populating the p* of CN groups on the remaining Ru(II) via p-back-
bonding. Therefore, two different techniques show different behaviours
for the same system.

Fraser et al.51 studied a bridging ligand with three metal-binding sites
and investigated the behaviour of hexaazatrinapthalene (HATN, Fig. 13)
coordinated to one, two or three Re(CO)3Cl centres; syn and anti isomers
behave identically. [Re(CO)3Cl(HATN)] shows a bleach of ground state CO
bands and the appearance of higher frequency transient CO bands with
400 nm ps excitation. This is consistent with formation of an MLCT state:
Re is oxidised and HATN reduced, strengthening CO bands by de-
population of p* CO. [(Re(CO)3Cl)2(HATN)] also shows ground state
bleaching upon excitation and the appearance of transient bands both
higher (2064 cm�1) and lower (2010, 1892 cm�1) in frequency. This is
consistent with a mixed-valent MLCT state: CO groups bound to the
oxidised Re centre give the higher n(CO) while those on the non-oxidised
Re centre shift to lower frequency as the CO p* accepts electron density
from HATN��. Similarly, [(Re(CO)3Cl)3(HATN)] shows transient bands at
2073 cm�1 (oxidised Re) and 2014 cm�1 (two non-oxidised Re centres),
therefore in the HATN system MLCT excited states are localised to one
metal centre. Two interesting points to note are that the intensity pat-
terns of the bands are consistent with the behaviour described – for
[(Re(CO)3Cl)2(HATN)] the two transient bands are equal in intensity

Fig. 13 Structures of bppz89 and HATN ligands.51
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while for [(Re(CO)3Cl)3(HATN)] the higher:lower ratio is 1 : 2 – and that
the highest frequency transient shifts to higher frequency from
Re(CO)3Cl(HATN) (2058 cm�1) to [(Re(CO)3Cl)2(HATN)] (2064 cm�1) to
[(Re(CO)3Cl)3(HATN)] (2073 cm�1). This phenomenon arises since in all
cases a single electron is transferred from one Re centre to HATN, and
this single electron is then shared equally with all of the metal centres via
p-backbonding, so for two metals then each gets half, and for three each
one-third, leading to a decrease overall in electron density populating CO
p* in this manner. The 3MLCT state lifetime decreases as the number of
metal centres is increased from 1.3 ns to 510 ps to 220 ps.

Solvent dynamics and effects
As well as studying the excited state behaviour of novel complexes, TRIR
has also been used to study solvent dynamics by examining changes in
excited state behaviour of well-studied compounds such as [Re(CO)3-
X(diimine)] and its environmentally sensitive n(CO) shifts. Blanco-
Rodriguez et al.90 compared [Re(CO)3(4-Etpy)(bpy)]þ in three ionic liquids
and MeCN, and found that TRIR showed all ionic liquids to initially have
3LC and 3MLCT features (populated simultaneously from a 1MLCT state),
with 3LC also decaying to 3MLCT, while in MeCN only the 3MLCT state
was observed thus decay was shorter than the timescale of the meas-
urement. Consequently, ionic liquids slowed the relaxation step; and
these showed triexponential dynamic shifting in which the medium and
slow components showed proportionality to solvent properties.

Blake et al.91 used TRIR to probe a solid-state structure, where
[Re(CO)3Cl(bpy)] was immobilised in a Mn-carboxylate MOF scaffold. No
emission was observed although this compound is emissive in solution,
which is consistent with the LC p,p* state being lower in energy than the
MLCT state (emission from MLCT). TRIR shows initial formation of the
MLCT which decays to a 3LC state, contrary to behaviour in solution in
which the MLCT state is lowest energy and is observed to form in TRIR.

Kuimova et al.92 observed different excited states in TRIR for
[Re(CO)3Cl(dppzX2)] depending on substituent X (Me, H, F, Cl, CF3) and
on the solvent. Dppz is a unique ligand, which has low-lying UMOs lo-
calised to phen or phz, thus different MLCT states are possible:
MLCT(phen) and MLCT(phz) as well as a ligand-centred p,p* dppz state
(Fig. 4). As the phen part coordinates to the metal while the phz part is
further away, a large shift in n(CO) (approx. 55 cm�1) is consistent with phz
population, as the effect of backbonding from dppz to CO is reduced, while
phen population causes a smaller shift (40 cm�1 or less). Here electron
donating (CH3) or neutral (H) groups show CO bands both higher and
lower than in the ground state, indicative of a mixed MLCT/IL state; the
40 cm�1 shift higher is consistent with the MLCT being phen localised.
When X is a strong electron-withdrawing group (Cl, CF3) transient CO
bands are only observed higher than the ground state, by 60 cm�1, thus
MLCT(phz) is the excited state in DCM, while in BuCN (and MeCN) the
highest transient n(CO) is observed at 2072 cm�1 (þ 48 cm�1 corresponds
to phen) and later also at 2087 cm�1 (þ 63 cm�1 corresponds to phz),
showing initially populated MLCT(phen) decays to an equilibrium.
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Finally when X¼F, n(CO) of the transient appears at 2064 and 2078 cm�1

(2024 cm�1 in the ground state), which is similar to above in that
MLCT(phen/phz) states are in equilibrium in DCM, while in BuCN, MeCN,
BuOH and MeOH only MLCT(phz) (nCO 2090 cm�1) is observed.

Biological substituents
Dppz is also widely utilised for its ability to intercalate into the base pairs
of DNA, and [Re(CO)3(dppz)(py-X)]þ was used by Olmon et al.93 to observe
DNA-mediated oxidation of guanine, where X contained an amide bond
to polyAT or polyGC. Both the CRO region (Re centre) and C¼O region
(DNA) were studied on the ps and ns scale. Both showed ground state
bleaching and vibrationally hot 3IL p,p* (phen) that relaxed to 3IL p,p*
(phz) (2031, 1915–1935 cm�1). For polyGC, the 2031 cm�1 transient signal
was much weaker than for polyAT, and combined with a decrease in
emission intensity on the same timescale was assigned as a quenching of
the 3IL state by a charge transfer (dppz��, G�þ) state.

Blanco-Rodriguez et al.94 studied Re(CO)3(diimine)L complexes, where
diimine was bpy or phen, and L either pyridine or imidazole linked to the
amino acids Phe, Tyr or Trp. They found that for Phe and Tyr-containing
compounds, transient CO bands are higher frequency (2073, 2013,
1971 cm�1) than the ground state (2040, 1930 cm�1) consistent with
breaking of the pseudo-C3v symmetry upon MLCT (Re-diimine); the
amino acid does not alter the properties. However, for Re(CO)3(bpy)(py-
Trp) while initially the same thing is observed (ground state bleach at 2035,
1930 cm�1; CO transients 2073, 2013, 1971 cm�1, 3MLCT) these transients
decay to different ones at 2010, 1895 cm�1. These new transients are down-
shifted compared to the ground state, which indicates a reduced ligand as
backbonding to CO p* is increased, and this could be either a reduced
state (Re(CO)3(NN�)(L)) or a charge separated state (Re(CO)3(NN�)(Lþ)). To
elucidate this, the fingerprint region was also investigated: at short times
the bpy bands are bleached as is the amide I band (1678 cm�1) which is
shifted to higher frequency (1685 cm�1) consistent with 3MLCT (Re-bpy);
at longer times (50 ns) these bands have decayed and the 1521 cm�1 amide
II/indole band is bleached and transient bands assigned to Trpþ at 1278
and 1497 cm�1 are observed, indicating the formation of a 3CS state.

Molecular dyads
TRIR has been used to probe photoinduced energy transfer in which
structural information is desired. For example, Easun et al.95 synthesised
a molecular dyad containing an Ru(bpyam)2 centre and an Re(CO)3Cl
centre linked by Mebpy-Et-Mebpy (denoted L (L2 in Fig. 14)) which co-
ordinates to both centres; Re(CRO) and amide C¼O bands are strong IR
reporters and Re and Ru both show ns triplet MLCT states, with Re the
higher energy of the two. On the ps scale, increase in n(CRO) relative to
the ground state is indicative of MLCT at the Re centre (since this is what
the carbonyls report on, and must be to L), and this state decays in 20 ps.
The amide n(C¼O) bleach is observed at 1636 cm�1 and transient band at
1619 cm�1 which is assigned to population of bpyam p*, and thus in-
dicative of 3MLCT (Ru-bpyam). The Re MLCT decays with t= 22, 830 ps,
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and the Ru MLCT grows in with t= 750 ps; the authors suggest the Re
MLCT decays to Ru MLCT, as would be expected based on relative energy
levels. In addition, a 1649 cm�1 amide C¼O band appears within 13 ps
and persists to 2 ns; this is assigned as Ru to L MLCT, the presence of this
second state formed also from the Re MLCT on a faster timescale, is
thought to arise from different conformers showing different transfer
rates. This conformational flexibility issue is addressed in a subsequent
paper which also explores the use of {Ru(CN)4}2� which is very solvato-
chromic which enables the switching in energy of the two MLCT states,
and thus the energy transfer direction, with solvent.96 The CN groups
report on the Ru centre they are bound to, while the bpyam ligand is
probed using n(C¼O). In D2O, {Ru(CN)4}2� is higher energy than
Ru(bpyam)2, while in MeCN this is reversed. When the linker is L1 in
D2O, transient CN bands are observed at higher and lower in frequency
than the ground state bleach. The higher energy band is attributed to a
MLCT(Ru(CN)-L1) state, since backbonding to CN is reduced and thus
bonds strengthened, but as evidenced by the presence of a lower energy
band and complicated kinetics, there is more than one state. The amide
(C¼O) band also shows transients higher and lower than the ground
state, indicative of multiple states; the higher energy is assigned to MLCT
(Ru(bpyam)-L1) since Ru is transiently oxidised but bpyam is not re-
duced (less electron density in C¼O p* since some is shifted onto the
linker), while the lower energy is obviously attributed to the population of
bpyam p* in a MLCT (Ru(bpyam)-bpyam) state. Decay kinetics suggest
that MLCT (Ru(CN)-L1) decays to MLCT (Ru(bpyam)-L1) with
t= 20 ps, 500 ps (there are two conformers), which then itself decays to
the lowest energy MLCT (Ru(bpyam)-bpyam) state. In MeCN, n(CN)
higher in frequency than the ground state is attributed to MLCT
(Ru(CN)-L1) and the lower frequency transient is assigned as MLCT
(Ru(bpyam)-L1); the amide C¼O of bpyam shows ground state
bleaching and a lower frequency transient at 1616 cm�1 on the ps scale,
which must be attributed to MLCT (Ru(bpyam)-bpyam). MLCT
(Ru(CN)-L1) forms rapidly from the two other MLCT states, as shown by
the relative kinetics. When a more conformationally flexible linker ligand
L2 is used, in D2O the MLCT (Ru(bpyam)-L2) state is not observed,
but the initially formed MLCT (Ru(CN)-L2) state decays to MLCT
(Ru(bpyam)-bpyam) with two t values due to two conformers. In MeCN,
again the MLCT (Ru(bpyam)-L2) state is not observed and MLCT
(Ru(bpyam)-bpyam) decays to MLCT (Ru(CN)-L2).

Other TRIR studies from 2008 to 2013 are summarised in Table 2.
Abbreviations used are MLCT (metal-to-ligand charge transfer), LC

Fig. 14 Structures of ligands used in molecular dyads reported by Easun et al.95
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Table 2 Complexes studies in the 2008–2013 period using time-resolved infrared not already discussed in the text, excitation wavelengths are 355 nm for ns
studies and 400 nm for ps studies unless otherwise noted.

Compound Substituents or reactants, solvent Excited state t References

N

N

R

R

Pt
L

L

L = Cl, R = CO2
tBu, DCM 3MLCT 16 ps 97

L =
R =
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,
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X = I, MeCN 3MLCT/3XLCT, 3LC W1 ns 99
X = CH3, I, MeCN 3MLCT/3XLCT, 3LC W1 ns 99
X = Cl, SnPh3, MeCN 3MLCT/3XLCT, 3LC W1 ns 99

Re(CO)3Br(bpy)

DMF 51 ns 100

Co(dmgH)2 þ TEOA, DMF
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N

N

R

R

Re(CO)3Cl

R = (CH2)3)C6F13

MeCN 3MLCTb 101
Supercritical CO2

3MLCTb 101

N

N N

N

F

F

Re(CO)3(py)

+

PolyAT, D2O 3LC 8, 210 ns 102
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Table 2 (Continued )

Compound Substituents or reactants, solvent Excited state t References

NH

N

O

N

Re(CO)3X/L

PdTPP

DCM CSd 30–45 ps, 10 ms 105

Re(CO)3Cl
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R =

N
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OO
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N
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Re(CO)3Cl O DCM 3MLCT 13 ps 107
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O
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(OCH2CH2)5
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Table 2 (Continued )

Compound Substituents or reactants, solvent Excited state t References

N

NH

O

R

Re(bpy)(CO)3Cl
R =

N

O

O

O

O
3MLCT(bpy), 3LL’CT 1 ns 109

THF
R = NMe2, THF

3MLCT(bpy) 150 ns
109

N

N

N

N

N

N

CH3

CH3

Re(CO)3Cl CHCl3
3MLCT(tetrazine)e 225 ps 110

N

N

N

N R

py

R

py
Fe

R = py, acetone HS f 9.4 ps 111

R = Ph, acetone HS f 12.7 ps 111

a395 nm; b410 nm; cvarious; d532 nm; e500 nm; f387 nm.

2
4

2
|

S
p

e
c

tro
sc

.
P

ro
p

.
In

o
rg

.
O

rg
an

o
m

e
t.

C
o

m
p

d
.,

2
0

14
,

4
5

,
2

11–
2

4
7

 1
0:

00
:0

1.
 

Pu
bl

is
he

d 
on

 1
0 

Se
pt

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
14

85
-0

02
11

View Online

iranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00211
https://iranchembook.ir/edu


(ligand-centered, pp*), LL’CT (ligand-to-ligand charge transfer), MLL’CT
(metal-ligand-to-ligand charge transfer), XLCT (X to ligand charge
transfer (where X is usually a halogen)), CS (charge separated) and HS
(high spin).

5 Conclusions

The report surveys studies on metal polypyridyl complexes conducted in
the last five years that have studied excited state properties using either
resonance Raman spectroscopy, to probe the Franck-Condon state, or
time-resolved resonance Raman and infrared spectroscopies to examine
intermediate and THEXI states.
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This chapter reviews new publications on pure nuclear quadrupole resonance (NQR)
spectroscopy of inorganic and organometallic compounds, up to the end of 2012.

1 Introduction

This chapter reports and comments on publications concerning pure
nuclear quadrupole resonance (NQR) spectroscopy of inorganic and
organometallic compounds which have appeared since volume 44 in this
series,1 up to the end of 2012. There has been a slight decrease in the
number of new articles compared with the previous two years, with again
some changes of emphasis. Indium-115 seems to be one of the most
popular nuclei for study this year, reflecting ongoing interest in indium-
based superconductors. There is also a welcome reappearance of some
lanthanide results, and the first occasion since this series of reviews
started of data for 97Mo, although there are earlier results in the literature
for this nucleus. There are no new results for 209Bi nuclei this year,
however.

One trend which should perhaps be discouraged is the publication of
purely theoretical papers in which NQR parameters for various nuclei are
calculated, usually by density functional theory (DFT) methods, but with
no experimental data for comparison. Hence the validity of any conclu-
sions reached cannot be verified. Such papers are mentioned briefly here,
but are not described in detail because of these limitations. This is a
completely different approach to that used in other series of papers,
where comparison is always made between the results of DFT calcula-
tions and experimental data, either new or from the literature.

Correlation analysis has been applied to the relationship between
polarisability effects and NQR parameters in various types of donor-
acceptor complexes, including H-bonded species, charge-transfer com-
plexes and transition metal derivatives.2 The contribution of polarisability
effects was deduced to range from 0% (for classic series) up to 75%. NQR
and NMR studies on iron-based pnictide superconductors have been re-
viewed, particularly those using 75As nuclei for NQR.3 NQR and NMR in-
vestigations of stripe materials, including cuprates, have been surveyed.4

Iron pnictides were also briefly discussed. Progress in heavy-fermion
superconductivity for CeMIn5 (M = Co, Rh or Ir) and related materials, as
revealed by various physical techniques including 115In NQR spectroscopy,
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has been reviewed.5 New methods for the detection of 14N NQR frequen-
cies have been discussed, as applied to various inorganic and organic
compounds, including NH4NO3.6

The normal format is followed in the more detailed sections com-
prising the remainder of this review, with results for main group elem-
ents preceding those for transition metals and lanthanides.

2 Main group elements

2.1 Group 1 (Hydrogen-2, Deuterium)
NQR parameters (the quadrupolar coupling constant e2Qq/h and the
asymmetry parameter Z of the electric field gradient (efg)) for 2H and
17O nuclei have been calculated by DFT methods at the B3LYP level with
the 6-311þþG (d,p) standard basis set for several bisphosphonate de-
rivatives.7 (These compounds are registered as drugs for inhibition of
various types of cancer.) Some substituents were found to have a strong
effect on the 17O NQR parameters, in contrast with those for 2H. The
presence of a bromine atom in the ring was thought to increase activity.
There was no comparison with experimental results, however. 2H, 14N
and 17O quadrupolar coupling constants were similarly calculated for
some newly-synthesised phosphoric triamides.8 Although these com-
pounds were characterised by various physical methods, including
multinuclear NMR spectroscopy, IR, mass spectrometry and elemental
analysis, no experimental NQR spectra were recorded, again making
comparison with the calculated values impossible.

2.2 Group 2 (Barium-137)
Barium, copper and indium NQR spectra have been recorded for the
paper-chain compound Ba3Cu3In4O12.9 Two 137Ba signals from non-
equivalent positions were seen at 4.2 K, which were assigned by com-
parison with the structure. The 135Ba resonances were expected to occur
in a region where strong, broad 63Cu and 65Cu signals were found,
however, and these were not detected. Unexpectedly, no magnetic split-
ting of any of the NQR signals was observed at 4.2 K. The temperature (T)-
dependence of the two 115In resonances up to 50 K showed a sharp kink
in the vicinity of the Néel temperature TN (around 12.5 K), but below TN

the two signals shifted rapidly in opposite directions. This behaviour was
ascribed to fluctuations of a dynamic efg tensor, coexisting with long-
range magnetic order. The 63,65Cu pure NQR spectrum was observed
in the range 24–30 MHz. Extensive NMR data were also presented. The
results showed unambiguously that one of the two types of copper ion
was in a nonmagnetic spin state below TN. The pure NQR spectrum was
attributed to CuII ions forming non-magnetic spin-singlet dimers. NQR
and NMR results pointed to the existence of at least two nonequivalent
sets of the copper trimers, probably due to displacement of the CuI ions
along the cavity in the c direction. Hence the paper chains in this com-
pound and in Ba3Cu3Sc4O12 were suggested to be a system of CuI-2CuII

trimers.
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2.3 Group 13 (Boron-11, Aluminium-27, Gallium-69 and 71, and
Indium-115)
The three papers from the same research group on boron-11 nuclei
describe the computation by DFT methods of 11B NQR parameters (among
others) for Ge-doped,10 Si-doped11 and SiC-doped12 (4,4) armchair single-
walled boron phosphide nanotubes. While some interesting conclusions
have been drawn from the results, there was no comparison with any
experimental data. This limits their usefulness and applicability, as
mentioned in the Introduction.

27Al NQR measurements have been described for CeOs2Al10, which
exhibits a novel phase transition at T0 = 29 K.13 The NQR parameters for
all the Al sites at ambient pressure (P) were compared with those in
CeRu2Al10 (T0 = 27K) and CeFe2Al10, with no phase transition. Under
P = 0.66 GPa, which altered T0 to 32.5 K, a distinct NQR splitting was
observed just below T0, showing a homogeneous transition. Despite the
increase of T0 under P, the spin-lattice relaxation rate (SLR) was sup-
pressed over the whole T range by application of P. The compound was
thought to be in an intermediate state between CeRu2Al10 and CeFe2Al10,
suggesting an approach to a Kondo semiconductor in a valence fluctu-
ation regime. Various physical methods including 27Al NQR have been
used to study YFe2Al10 over a wide T-range.14 The T-dependence of the
SLR, together with those of the magnetic susceptibility and specific heat,
followed a weak power law, a signature of critical fluctuations of Fe
moments. The results suggested the existence of ferromagnetic correl-
ation in this system. No magnetic ordering was found down to 50 mK. A
crossover from quantum critical to Fermi-liquid behaviour was observed
with increasing magnetic field, i.e. on going from NQR to NMR. An er-
ratum to this paper in 2013 did not affect the scientific content.15 Similar
calculations to those for 11B nuclei have been carried out for 27Al nuclei in
aluminium nitride and aluminium phosphide nanotubes,16 and for 27Al
and 14N nuclei in Si-doped (6,0) zigzag single-walled aluminium nitride
nanotubes.17 In both cases there were no experimental results for
comparison.

69,71Ga NQR measurements at 15 K including the SLR have been re-
corded for a series of intermetallic solid solutions Fe1�xCoxGa3.18 Single
crystal X-ray diffraction data were also obtained for x = 0.5, and DFT
calculations were carried out. The results showed that Fe-Fe and Co-Co
dumbbells were preferred to Fe-Co dumbbells in the crystal structure,
although the latter were present in significant amounts. The band
structure showed a gap of about 0.4 eV, irrespective of the Co content.
The solid solution was metallic for x W 0.025. The SLR was very sensitive
to the Co concentration, and correlated well with the square of the
density of states at the Fermi level. It was highest for x = 0.25. The effect of
low-T annealing on the NQR of 69Ga and 115In nuclei respectively in
layered GaSe and InSe single-crystal semiconductors has been investi-
gated.19 As the annealing T was lowered to room temperature (RT), the
quality of the samples (and hence the spectra) improved, due to a de-
crease in the concentration of defects and to ordering in a system of
polytypes. The results were extended to a p-GaSe-n-InSe heterogeneous
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structure for various annealing temperatures. Optimal improvement was
obtained by annealing for 4h between 150 and 200 1C.

The structure of the heavy-fermion compound Ce1�xLaxCoIn5 has been
probed via 115In NQR, using a number of single crystal samples varying in
the amount of La present.20 The NQR spectrum of the In(1) site was
composed of five peaks, described by a binomial distribution of the
nearest-neighbour La atoms. The results implied that analysis of the NQR
spectra would yield a more accurate estimate of the La doping level than
energy dispersive X-ray spectroscopy. New 115In NQR data have been
obtained for the 9/2 2 7/2 transition of the In(2) site in the heavy fer-
mion compound CePt2In7 between 6 K and 1.5 K.21 The sub-lattice
magnetisation in the antiferromagnetic (AF) state was extracted from the
results. Approximately half of the In(2) sites appeared to experience no
static hyperfine field. The 115In NQR spectrum of a single crystal sample
of CePt2In7 was recorded at 1.6 K at both ambient P and at 2.4 GPa.22 The
data revealed the coexistence of commensurate and incommensurate AF
orders at ambient P, and showed that the commensurate ordering was
stabilised by increasing P. The SLR for In(3) sites indicated the localised
nature of f electrons far above TN (5.2 K at ambient P). In the para-
magnetic state, the SLR values decreased on applying P, but the residual
values well below TN were increased by application of P. NQR measure-
ments as a function of T have been recorded for Ce2PdIn8, another heavy-
fermion superconductor.23 Above the Kondo coherence temperature
B30 K, the SLR was independent of T, whereas at lower T down to the
onset of superconductivity at Tc = 0.64 K it was nearly proportional to T

1
2

Below Tc, there was no coherence peak, and the SLR decreased as T3 at
least down to 75 mK. These findings indicated that the compound was
close to the AF quantum critical point, and that the superconducting
state had an unconventional character with line nodes in the super-
conducting gap. Theoretical calculations have been applied to the heavy
fermion compound CeRhIn5, where 115In NQR measurements had shown
evidence of a coexistent phase with commensurate antiferromagnetism
and d-wave superconductivity.24 Around the transition line between the
AF and coexistent states, low-energy incommensurate spin-excitations
were found to develop, due to Fermi surface nesting. The SLR was cal-
culated, and gave a reasonable explanation of the T-dependence for the
NQR SLR in a system with a coexistent ground state. 115In NQR data
including the SLR for CeIr(In1�xCdx)5 have revealed that the anti-
ferromagnetism induced by Cd doping emerged locally around the Cd
dopants, but that superconductivity was suddenly induced at Tc = 0.7 and
0.9 K for 2.34 and 2.75 GPa respectively.25 The superconducting charac-
teristics, with a large fraction of residual density of states at the Fermi
level which increased with Tc, differed from those for anisotropic
superconductivity mediated by AF correlations. Superconductivity in this
system could be mediated by valence fluctuations.

2.4 Group 15 (Nitrogen-14, Arsenic-75, and Antimony-121 and -123)
The new papers on 14N NQR involve the use of either NaNO2 or NH4NO3

as test compounds, similar to results described in previous years. NQR
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signals from both single crystal and powder samples containing spin-1
nuclei under the Carr-Purcell-Meiboom-Gill pulse sequence have been
modelled numerically.26 The single crystal clearly showed the effects of
dipolar coupling for on-resonant pulses, while the powder did not. For
certain off-resonant conditions, the powder sample exhibited the same
response as the single crystal. This corresponded to the observation of
rapid decay under these experimental conditions. Experiments were
carried out for powdered NaNO2 samples at RT near the 4.64 MHz tran-
sition. The functional form of the echo train, when dipolar coupling was
not refocussed, was clearly different from the decay for an on-resonance
sequence, and could be used to characterise dipolar coupling. Two novel
double-resonance conditions between spin-1 and spin-1

2 nuclei in a
crystalline solid have been demonstrated, using NH4NO3 as the test
sample.27 By using a magnetic field oscillating at the spin-1

2 Larmor fre-
quency, the NQR frequency of the spin-1 nucleus was matched to the
Rabi (RDR) or Rabi plus Larmor (RLDR) frequency, as opposed to the
conventional use of the Larmor frequency only. The oscillating field was
used to increase the signal-to-noise ratio per time by a factor of 3.5 for
NQR detection of the 14N resonances in this compound. The advantages
of the new methods were discussed. Attempts have been made to improve
the signal detection range for the 14N NQR signals of NH4NO3 by using
interference suppression algorithms.28 Such techniques were considered
to be critically important for practical applications such as the detection
of explosives, and the experiments were to be extended from the la-
boratory to outdoor environments. Aspects of the effective detection of
ammonium nitrate-based explosives (such as a mixture of ammonium
nitrate and fuel oil) by pulsed NQR methods have been examined by
measuring the SLR, resonance frequencies and signal intensities of the
14N signal as a function of T.29 Best results were achieved using a multi-
pulse sequence with a composite preparation pulse. The NQR signal level
was significantly enhanced by use of the cross-polarisation effect between
the quadrupolar 14N nuclei and protons.

75As NQR (together with 75As and 7Li NMR) data have been reported for
self flux grown LiFeAs and 5% Co-doped LiFeAs single crystals, and for a
polcrystalline LiFeAs sample.30 The different samples could be dis-
tinguished via their NQR frequencies. All the materials were super-
conducting, but differences were found in the Knight shift and SLR for
samples differing in NQR frequency. Possible causes of this behaviour
were discussed. 75As NQR (and NMR) spectra have been recorded for
single-crystal Ba1�xKxFe2As2, with x between 0.27 and 1.00.31 The NQR
frequency increased linearly with increasing x. In contrast, the SLR in the
normal state had a strong T-dependence, indicating the existence of large
AF spin fluctuations for all values of x. The T-dependence of the
SLR showed gaplike behaviour below ca. 100 K for 0.6oxo0.9. In
the superconducting state, the T-dependence of the SLR suggested a
multiple-superconducting-gap feature. There was no coherence peak
just below Tc. The results were analysed using a simple two-gap model.
Systematic 75As NQR measurements on high quality samples of
LaFeAsO1�xFx (x = 0.03, 0.04, 0.06, 0.08, 0.10 or 0.15) have been carried
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out.32 AF spin fluctuations seen above the magnetic ordering tempera-
ture TN = 58 K for x = 0.03 persisted in the regime 0.04 r x r 0.08, where
superconductivity set in. A dome-shaped x dependence of Tc was found,
with the highest Tc = 27 K at x = 0.06, and significant AF spin fluctuations.
This behaviour was similar to that observed in La2�xSrxCuO4. For x = 0.06,
the SLR below Tc decreased exponentially down to 0.13 Tc, indicating
unambiguously that the energy gaps were fully opened. The T variation of
the SLR below Tc for other x was rendered nonexponential by impurity
scattering.

The T-dependence of 121Sb and 123Sb NQR parameters including the
SLR has been monitored from 4.2–395 K for Ag5SbS4, stephanite.33 A
phase transition at 140 K and internal motions with an activation energy
of 0.29 eV were detected. Relaxation was deduced to operate via a quad-
rupolar mechanism. Internal rotation was due to the diffusion of silver
ions over the structure of the crystal, and the nature of the phase tran-
sition was discussed. The T-dependence of Sb NQR parameters from
0–300 K has been followed for the filled skutterudite compounds
RFe4Sb12 (R = La or Ce), synthesised under high pressure (HP), and
compared with those from samples prepared at ambient P.34 The NQR
spectra were much sharper for the HP samples, suggesting that the R-site
filling fraction was close to unity and that the electronic states about Sb
became uniform. In the La compound, the SLR as a function of T ex-
hibited a Curie-Weiss dependence above 30 K, with the Weiss tempera-
ture y= 12 K, indicating the development of ferromagnetic fluctuations.
The magnitude of y was smaller for the HP sample, suggesting that the
system became close to the vicinity of ferromagnetic instability as the La-
site filling factor increased. In the Ce sample prepared at high P, the SLR
followed an exponential decrease above 100 K, with a gap of 270 K, larger
than that for the ambient P sample. The results suggested that c-f hy-
bridisation was enhanced by increasing the Ce-site filling fraction,
causing semiconducting behaviour at low T.

2.5 Group 16 (Oxygen-17)
Theoretical calculations of NQR parameters for this nucleus have been
mentioned briefly in the sub-section on Group 1 (2H).7,8

2.6 Group 17 (Chlorine-35 and -37, Bromine-79 and -81, and
Iodine-127)
35Cl NQR frequencies at 298 K have been recorded for three titanocene
dichloride derivatives (3g samples).35 The data were combined with mass
spectrometric results to study the electronic structures of the com-
pounds. The 35Cl resonance frequency increased with methylation of
Cp ligands, but showed a significant decrease for the ansa form of a
titanocene. Ab initio calculations at the RHF/6-31G(d) and MP2/6-31G(d)
levels have been applied to two possible structures of 4-(tri-
chlorogermyl)butan-2-one, one with four-coordinate Ge and the second
with five-coordinate Ge, formed by interaction of the carbonyl oxygen
with the Ge atom, with total optimisation of geometry.36 The penta-
coordinate structure was found to be energetically more advantageous.
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The 35Cl NQR parameters for this structure were calculated, and the
frequencies agreed satisfactorily with the experimental values at 77 K.
Calculations were carried out for various Ge - - - O distances, and the
charge distribution in the compound was discussed on the basis of the
results. A similar treatment has been applied to 1-(1-tri-
chlorogermyl)pyrrolidine-2-one, also with a pentacoordinate Ge atom
from the X-ray structure, and the results were compared with experi-
mental 35Cl NQR data.37 A four-coordinate form higher in energy by 2.7
kcal �mol�1 could also be stable.

Identical procedures have been described for 2- and 4-methoxyphenyl
and 2,6-dimethoxyphenyl trichlorostannanes.38 In the 4-MeO compound,
the Sn atom was tetracoordinate, whereas in the 2-MeO and 2,6-diMeO
derivatives it was pentacoordinate, due to an intramolecular interaction
of the O atom with Sn. In the diMeO compound, only one oxygen was
involved in this interaction. The charges on the atoms were calculated,
and the variations in electron density due to the intramolecular O - - - Sn
interaction were discussed, as well as the experimental 35Cl NQR spectra
at 77 K. This work has subsequently been extended to 2-EtOC6H4SnCl3

and to the 2-MeO compound with further substitution in the phenyl
ring.39 The results of the calculations were again compared with experi-
mental 35Cl NQR data. The Sn atom was pentacoordinate in all of the
compounds studied. Replacing the Me group by Et in the alkoxy group (a
better donor) increased the strength of the Sn’O coordinate bond. The
same effect was seen on the introduction of an electron-releasing sub-
stituent into the aromatic ring. Similar calculations have been performed
for 1 : 1 complexes MCl4–C6H5COCl (M = Si, Ge or Sn), and the corres-
ponding 1 : 2 complexes.40 The 1 : 1 complexes were energetically more
advantageous, provided that the M - - - O distance was considerably
less than the sum of the van der Waals radii (realised only for M = Sn).
The M - - - O distances in the 1 : 2 complexes were close to the sum of the
covalent radii, but solid complexes were not formed, even for Sn (not
energetically favoured). From experimental 35Cl NQR data, SiCl4 and
GeCl4 did not form complexes with benzoyl chloride, either 1 : 1 or 1 : 2,
whereas SnCl4 yielded a 1 : 1 complex at 77 K.

79Br NQR data, including the T-dependence of the SLR, together with
high-field magnetisation and 125Te NMR results, have been recorded for
high quality single crystals of Cu2Te2O5Br2, which is a weakly coupled
Cu2þ (S = 1

2) tetrahedral system.41 A strong divergence of the SLR at
T0 = 13.5 K was seen. In the paramagnetic state, the SLR revealed an
effective singlet-triplet spin gap much larger than observed by static bulk
measurements. The 3D magnetic order was deduced to emerge from a
singlet background, as expected in a simple isolated spin-1

2 tetrahedral
system. The data suggested that intertetrahedral coupling not only in-
duced magnetic order, but also increased the effective spin gap by en-
hancing intratetrahedral spin-exchange processes. This unusual feature
was attributed to frustrated intertetrahedral interactions, possibly ac-
counting for discrepancies between experiment and theory. Bromine
NQR (and NMR) investigations of V4S9Br4, which has a tetragonal crystal
structure including square-planar V4 clusters, have been described.42

254 | Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 248–259

 1
0:

00
:0

0.
 

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00248
https://iranchembook.ir/edu


Magnetic measurements revealed a spontaneous phase separation to AF
and spin-singlet (S) phases below TN = 18 K at ambient P. The S phase
appeared only when the crystal was sufficiently large, and was easily
stabilised under hydrostatic P. The results suggested that, although the
ground-state phase at ambient P was an AF phase, the AF and S phases
were nearly degenerate. The spontaneous phase separation at ambient P
probably arose from internal inhomogeneities in the crystal, together
with possible distortion of the AF phase matrix below TN.

127I NQR measurements (and 69,71Ga solid-state NMR) have been used
to elucidate the composition of ‘‘GaI’’.43 NQR spectroscopy clearly
showed that GaI3 was absent, and that GaI2 was a significant component.
(Three of the four expected 127I signals from GaI2 could be seen, but
detection of the fourth site could not be attempted because of probe
tuning limitations.) From the overall results, a tentative composition was
proposed of two equivalents of Ga metal with two equivalents of GaI2, the
latter composed of Gaþ and GaI4

� ions, hence [Ga0]2[Ga]þ[GaI4]�. In an
extension of previous work,44 further 127I NQR results at 77 K have been
reported for (PbI2)1�x(BI3)x.45 (Note that this is the reverse formulation of
that used previously by these authors.44) For 0 r x r 0.02, the material
had the properties of an impure crystal of PbI2, containing intralayer BI3

clusters. As well as the known phase transition at x B 0.80, another was
found at x = 0.10. In the range 0.1 r x r0.8, a new crystal (PbI2)1�x(BiI3)x

was formed, in which PbI2 or BiI3 units were intercalants, fully or partially
ordered in the crystal system. Other 127I results are described in the sub-
section on 187Re below.

3 Transition metals and lanthanides

3.1 Cobalt-59
59Co NQR including the T-dependence of the SLR and spin-spin relax-
ation has been performed to clarify the complex magnetic phases in non-
centrosymmetric CeCoGe3 approaching the quantum critical point
(QCP).46 At ambient P, successive transitions were found at TN2 = 12 K
and TN3 = 8 K, after the ferrimagnetic-like order at TN1 = 21 K was con-
firmed. No critical slowing down of the relaxation rates was observed,
suggesting first order transitions. On application of P, there were large
spectral changes, even at 0.3 GPa. The Co NQR spectrum became simpler
above ca. 0.7 GPa, with two Co sites in a 2 : 1 ratio. No successive tran-
sitions were observed at 1.52 GPa, indicating that they were confined to a
relatively low pressure region. 59Co NQR (and NMR) data have been re-
ported for UCoGe.47 The SLR and Knight shift provided clear evidence that
both the static and dynamic susceptibilities were ferromagnetic, with
strong Ising anisotropy along the c axis. The results suggested an intimate
relationship between Ising magnetisation and anisotropic superconduct-
ivity in this compound. DFT calculations have been performed for twenty
Co2þ and Ni2þ complexes, both four- and six-coordinate, to obtain various
parameters including Z and e2Qq/h for NQR.48 The nuclei concerned did
not appear to be specified in this paper. The Laplace equation was verified
from the data, but there were no experimental results for comparison.
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3.2 Copper-63 and -65
63Cu NQR spectra at low T (4.2 and 3.1 K), including the SLR, have been
recorded for CeCu2Si2 as a function of P up to 5.4 GPa, using an opposed-
anvil high pressure cell, and daphne oil 7474 as the pressure-transmit-
ting medium.49 Above 4 GPa, the NQR frequency suddenly decreased
from the linear P-dependence observed up to 3.5 GPa. This decrease was
associated with an increase of the Cu valence. Above 4.5 GPa, a linear
dependence was again found, thought to be related to a sharp crossover
to the high valence state. 63,65Cu NQR spectra from 77 – 300 K have been
recorded for several polycrystalline samples of CuxAlO2.50 Analysis of the
asymmetric lineshapes led to an assumption regarding the defect struc-
ture of the crystals. A nutational NQR experiment on 63Cu nuclei at 297 K
supported axial symmetry for the efg tensor, i.e. Z= 0. Similar studies
have been carried out on Cu1.1Al0.9O2�x and Cu0.9Al1.1O2�x, as well as the
stoichiometric compound.51 The resonances were significantly broader
than that of the reference compound Cu2O, possibly due to additional
structural defects. Similar linewidths were detected for all three samples.
Analysis of Cu NQR SLR (and NMR) data for copper oxide super-
conductors has provided evidence for sþd wave pairing, using a two-band
model for superconductivity with coupled sþd wave superconducting
gaps.52 The data were consistent with 40% s-wave and 60% d-wave gaps.

The dimensionality of inhomogeneous spin modulation patterns has
been examined theoretically for doped lanthanum cuprates (high-Tc

superconductors), from the perspective of NQR and mSR experiments.53 It
was found that a spin vortex lattice led to a singularity in the distribution
of local magnetic fields, quite similar to that produced by a stripe pat-
tern. Hence no clear qualitative differences emerged, although noticeable
quantitative discrepancies remained with the experimental results.
Similar discrepancies were also found for 2D superposition of spin
spirals. Hence a spin vortex checkerboard model could not be ruled out
on the basis of the available experimental results. The local structure in
high quality single crystals of La1.93Sr0.07CuO4 has been investigated via
NQR and NMR of 63Cu and 139La nuclei.54 A sharper 139La NQR signal at
40 K was obtained than from a previous literature report, indicating less
chemical inhomogeneity in the present sample. The SLR for 139La nuclei
exhibited a sharp anomaly at Ts (387 K), consistent with an abrupt change
of the spectrum and implying a first-order-like structural transition.
There was also a dramatic change below B 70 K, with strong enhance-
ment of the SLR, arising from collective glassy spin freezing. The
T-dependence results suggested that the T-independent paramagnetic
regime at high T gradually changed to a regime where scattering with
doped holes dominated the relaxation. Other results for Cu nuclei have
been described in the sub-section on Group 2.9

3.3 Molybdenum-97
The 97Mo NQR spectrum for Mo3Al2C, a noncentrosymmetric super-
conductor, has been recorded at 25 K; the 95Mo NMR spectrum of a
powder sample was also obtained at 10 K.55 The data enabled the efg at
the Mo site to be determined, and compared with the results of a point
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charge calculation. The latter predicted a much larger value of the efg,
ascribed to a contribution from the conduction electrons.

3.4 Ruthenium-101
In a further investigation of the ‘hidden order’ in URu2Si2, 101Ru NQR
measurements as a function of T have been carried out for a pure single
crystal sample.56 Some 73Ge NMR results were also obtained. Precise
measurement of the 101Ru NQR frequency detected an anomaly just
below T0 (17.5 K). Its T-dependence showed a linear relationship with
that of the in-plane lattice parameter, at least between 4 and 45 K, pos-
sibly giving a clue to a modification in the microscopic charge distri-
bution at T0.

3.5 Lanthanum-137
Results for this nucleus have been described in the sub-section on copper
nuclei above.54

3.6 Rhenium-187
A new fast graphical program QUEST (Quadrupolar Exact Software) has
been derived for the exact simulation of NMR and NQR spectra for
quadrupolar nuclei.57 It was applied to 187Re NQR from Re2(CO)10 and
the 127I overtone NQR spectrum of SrI2, as well as to NMR examples.
Experimental results were obtained for comparison, and good agreement
was obtained. This was believed to be the first direct observation of
overtone NQR (for SrI2).
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Vasiliev, N. Büttgen, W. Kraetschmer and A. S. Moskvin, Phys. Rev. B, 2012,
86, 155114.

10 M. T. Baei, Monatsh. Chem., 2012, 143, 881.
11 M. T. Baei, A. A. Peyghan and M. Moghimi, Monatsh. Chem., 2012, 143,

1627.
12 M. T. Baei, S. Z. Sayyad-Alangi, A. V. Moradi and P. Torabi, J. Mol. Model,

2012, 18, 881.
13 M. Matsumura, T. Inagaki, H. Kato, T. Nishioka, H. Tanida and M. Sera,

J. Phys.: Conf. Series, 2012, 400, 032052.

Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 248–259 | 257

 1
0:

00
:0

0.
 

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00248
https://iranchembook.ir/edu


14 P. Khuntia, A. M. Strydom, L. S. Wu, M. C. Aronson, F. Steglich and M.
Baenitz, Phys. Rev. B, 2012, 86, 220401(R).

15 P. Khuntia, A. M. Strydom, L. S. Wu, M. C. Aronson, F. Steglich and M.
Baenitz, Phys. Rev. B, 2013, 88, 019902(E).

16 M. T. Baei, Monatsh. Chem., 2012, 143, 545.
17 M. T. Baei, A. A. Peyghan, K. Tavakoli, A. K. Babaheydari and M. Moghimi,

J. Mol. Model, 2012, 18, 4427.
18 V. Yu. Verchenko, M. S. Likhanov, M. A. Kirsanova, A. A. Gippius, A. V.

Tkachev, N. E. Gervits, A. V. Galeeva, N. Büttgen, W. Krätschmer, C. S. Lue, K.
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The past ten years have seen a significantly increasing number of published crystal
structures for molecular transition metal complexes at variable pressure, providing
quantitative information on structural variations. Spectroscopic measurements at variable
pressure have been reported over the past 60 years for a variety of complexes, but lu-
minescence measurements were mostly limited to intense signals until early in this cen-
tury. The combination of variable-pressure structure variations with spectroscopic trends
can lead to detailed new insight on a variety of aspects of electronic structure. This ap-
proach holds promise for the in-depth study of many categories of functional materials.

1 Introduction

Vibrational and electronic spectroscopic techniques have been tradi-
tionally used as experimental probes for specific functional groups or
symmetry aspects, i.e. as indirect techniques to determine partial struc-
tures. This is well illustrated by the title and a historical perspective in the
introduction of the recent new edition of the graduate-level textbook
‘‘Structural Methods in Molecular Inorganic Chemistry’’ by Rankin,
Mitzel and Morrison,1 discussing many spectroscopic techniques as well
as diffraction methods. In the following, we present a number of ex-
amples where the spectroscopic study goes beyond this traditional per-
spective toward an approach based on both structural data and
spectroscopic information, leading to possibilities to correlate quantita-
tive variations of spectroscopic properties with structure. External pres-
sure applied to solids leads to structure modifications,2,3 and often to
very significant spectroscopic effects.4–7 Examples presented in the fol-
lowing overview are limited to reversible phenomena showing the spec-
troscopic effects resulting from structure changes at pressures below 10
GPa, a range easily accessible through standard diamond anvil cells.
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Spectroscopic measurements under variable conditions have a long
history, with variable-temperature studies8,9 being more abundant
than variable-pressure spectra. Figure 1 shows an example of
variable-temperature effects in the polarized absorption spectra of
[NbIV{(m-CN)4MnII(H2O)2}2 � 4H2O]n, a high-symmetry three-dimensional
network with interesting magnetic properties that have been studied
both at variable temperature and pressure.10 As temperature increases, a
broad, completely polarized band appears between 16000 and 16500 cm�1.
This ‘‘hot band’’ becomes intense at temperatures above 100 K, whereas
the magnetic properties change in a much lower temperature range. Its
integrated intensity is given in the inset to Fig. 1 and shows a behavior
typical for a thermal activation barrier of approximately 150 cm�1, the
order of magnitude of low-frequency metal-ligand vibrational modes. This
is a typical signature for a vibronic intensity mechanism and the observed
new ‘‘hot band’’ is not due to structural changes as temperature increases,
but arises from varying populations of vibrational levels. Such effects make
the analysis of spectroscopic changes due to temperature-dependent
structure variations highly challenging if not impossible, an intrinsic
problem of variable-temperature spectroscopic measurements.

Variable-pressure measurements, often carried out at room tempera-
ture, do not have this problem. In general, structural changes induced by
pressure do not lead to drastic changes of vibrational frequencies, and
therefore thermal populations are constant and spectroscopic features
are more easily analyzed in terms of structure variations. Until very re-
cently, only a handful of variable-pressure structural studies had been
published. As an example, a search in the Cambridge Structural Database
published in 2006 lists 7 structures. Our literature search has revealed
more than 30 structures published since 2006, as summarized in Table 1.
This increase has been made possible by advances in X-ray diffraction

Fig. 1 Temperature-dependent, polarized absorption spectra of [NbIV{(m-CN)4MnII-
(H2O)2}2 �4H2O]n. Inset : integrated absorption intensity between 15000 cm�1 and
16700 cm�1 with solid traces calculated for activation energies of 150 cm�1 and 200 cm�1.
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Table 1 Overview of published variable-pressure structural studies.

Metal Com ref Max. Pressure (GPa) (# pressures) Techniques (Year)

Li LiB(Im)4 (ZIF)11 1.69 (5) XRD, Nano-Indentation (2010)

Gd(III) [Gd(PhCOO)3(DMF)]n
12 5.01 (8) XRD (2010)

Mn(II), Nb(IV) {[Mn(pydz)(H2O)2][Mn(H2O)2][Nb (CN)8]3H2O}n
13 1.8 (1) XRD, Magnetism (2012)

Mn(III) [Mn(pyrol)3tren]14 1 (2) XRD (2005)
Mn(II) [(CH3)4N][MnCl3]15 1.7 (5) XRD, Magnetism (2006)
Mn(III) [Mn6O2(Et-sao)6(O2CPh(Me)2)2-(EtOH)6

16 1.5 (3) XRD, Magnetism (2008)
Mn(III) [Mn6O2(Et-sao)6(O2C-naphth)2(EtOH)4(H2O)2]17 1.5 (3) XRD, Magnetism (2009)
Mn(III)/Mn(II) [Mn3(Hcht)2(bpy)4](ClO4)3Et2O2MeCN17 1.25 (3) XRD, Magnetism (2009)
Mn(III)/Mn(IV) [Mn2O2(bpy)4](PF6)3 � 2CH3CN � 1H2O18 4.55 (5) XRD, Magnetism (2010)
Mn(III)/Mn(IV) [Mn2O2(bpy)4](ClO4)3 � 3CH3CN18 2 (3) XRD, Magnetism (2010)

Mn(III) [Mn12O12(O2CCH2tBu)16(H2O)4]CH2Cl2MeNO2
18 2.5 (2) XRD, Magnetism (2010)

Fe(II) Fe(1,10-Phen)2(NCS)2
19 1 (1) XRD (1993)

Fe(II) Fe(Btz)2(NCS)2
19 0.95 (1) XRD (1993)

Fe(II) [Fe(bapbpy)(NCS)2]20 1.09 (2) XRD, Raman (2011)
Fe(II) [Fe(dpp)2(NCS)2] �pyridine21 2.48 (7) XRD, Magnetism, Raman (2012)

Ru(0) Ru3(CO)12
22 8.14 (7) XRD, Raman, IR (2004)

Co(0) [Co2(CO)6(PPh3)2]23 4.4 (6) XRD (2005)
Co(II) (4-Chloropyridinium)2[CoCl4]24 3.73 (9) XRD (2008)
Co (II) (4-Chloropyridinium)2[CoBr4]24 2.92 (9) XRD (2008)
Co(0) [Co2(CO)6(AsPh3)2]25 4.1 (8) XRD (2009)
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Ni(II) bis(3-fluoro-salicylaldoximato)Ni26 5.4 (7) XRD, Absorption (2012)
Ni(II) bis(3-methoxy-salicylaldoximato)Ni26 5.56 (7) XRD, Absorption (2012)

Pd(II) cis-[PdCl2(1,4,7-trithiacyclononane)]27 5.35 (6) XRD (2006)
Pd(II) Cs2[PdI4]I2

28 3.7 (12) XRD (2006)
Pd(II) Cs2[PdBr4]I2

28 2.18 (9) XRD (2006)
Pd (II) Cs2[PdCl4]I2

28 4.1 (16) XRD (2006)

Cu(II) [Cu2(OH)2(H2O)2 (tetramethylethylenediamine)2](ClO4)2
29 2.5 (4) XRD, Magnetism (2009)

Cu(II) [Cu2(OH)2(di-tbutylethylenediamine)2](ClO4)2
29 0.9 (2) XRD, Magnetism (2009)

Cu(II) [Cu2(OH)2(2,20-bipyridine)2](BF4)2
29} 4.7 (9) XRD, Magnetism (2009)

Cu(II) [Cu2(OH)(citrate)(Guanidine)2]30 4.23 (4) XRD (2009)
Cu(II) [GuH]4[Cu2(cit)2]2H2O31 2.2 (3) XRD (10), Absorption
Cu(II) [Cu(L-Aspartate)(H2O)2](CuAspartate)32 7.9 (8) XRD (2012)
Cu(II) [Cu(CO3)2](CH6N3)2

33 3.95 (3) XRD (2012)
Cu(II) [CuF2(H2O)2(pyz)]34 3.3 (8) XRD, Magnetism (2012)

Ag(I) Ag 2-methylimidazolate35 6.4 (8) XRD, Piezoelectric response (2012)

Au [Au(trimethylene tetrathiafulvalenedithiolate)2]36 10.7 (6) XRD (2009)
Au(I) [(C6F5Au)2(m-1,4-diisocyanobenzene)]37 4.39 (7) XRD, Luminescence (2013)

Zn(II) [Zn2(C3H3N2)4]n (ZIF: ZnIm2)38 0.54 (4) XRD (2009)
Zn(II) Porous Zn(2-methylimidazolate)2 (ZIF-8)38 1.47 (6) XRD (2009)
Zn(II) [Zn(Im)2] (ZIF-4)39 4.39 (6) XRD (2011)
Zn(II) [NH4][Zn(HCOO)3]40 0.94 (7) XRD (2012), Nano-indentation
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equipment, from intense synchrotron sources to highly sensitive de-
tectors and advanced computational tools. This very significant increase
in available data is likely to continue, and the combination of structural
and spectroscopic data promises to lead to significant new knowledge
relevant to many areas of chemistry, in particular to inorganic functional
materials, where both the electronic structure of molecular units and
their intermolecular interactions are of key importance to materials
characteristics.

One example of structural variations induced by pressure is shown in
Fig. 2 for a square-planar nickel(II) complex, one of many d8 compounds
with this coordination geometry. The unit cell of the crystal decreases by
more than 25% over the pressure range studied, which is a very signifi-
cant decrease. In contrast, metal-ligand bond lengths show a much less
obvious variation with pressure, also illustrated in Fig. 2. Similar small
changes are observed for all intramolecular distances. Despite their small
changes, spectroscopic effects are easily measured, as shown in the fol-
lowing. The pressure-induced volume decrease mainly causes inter-
molecular distances to decrease, as shown in Fig. 2, illustrating the
potential of variable-pressure spectroscopy to probe intermolecular effects.

Figure 3 schematically illustrates luminescence spectroscopic effects
for square-planar transition metal compounds, a vast class of com-
pounds similar to the example for which structural changes are shown in
Fig. 2. Intramolecular effects on luminescence spectra can be qualita-
tively predicted from the bonding characteristics of the HOMO and
LUMO levels: the s* LUMO is destabilized very strongly by even the
smallest bond length decrease, an effect that dominates the destabil-
ization of the p* HOMO levels in Fig. 3a. The result is an increase of the
luminescence energy, leading to a shift of the maximum to higher energy
or shorter wavelength, often denoted a blue shift in the literature. d-d
transitions as illustrated in Fig. 3a have been investigated for many
compounds, and shifts on the order of þ 10 cm�1/kbar to þ 30 cm�1/kbar

Fig. 2 Variable-pressure unit cell volume of bis(3-fluorosalicylaldoximato)nickel(II) (right)
and variable-pressure inter- and intramolecular distances: Ni-O (þ ), Ni-N (�) and dNi-Ni (*):
Intramolecular Ni-N and Ni-O distances vary by �0.002 Å/GPa and �0.004 Å/GPa,
respectively. The intermolecular Ni–Ni distance varies by �0.07 Å/GPa, greater by at least
an order of magnitude.
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are typical (shifts are given in cm�1/kbar units throughout this report in
order to be easily compared to the majority of published values, multiply
by 10 to obtain cm�1/GPa).6,7 Intermolecular effects change the expected
trend, also shown in Fig. 3a. They lead to an energy increase of the dz2

level and therefore to a decrease of the HOMO-LUMO energy difference, a
variation in the opposite direction of the trend derived from the intra-
molecular changes in Fig. 3a. From experimental spectra it is therefore
straightforward to determine which effects dominate, but obviously the
spectra do not give access to quantitative structural changes – the com-
bination with diffraction data is essential. Figure 3b represents other
types of transitions, such as charge-transfer bands, with different
variable-pressure properties than those in Fig. 3a. Figure 3c shows an
intermediate case, involving gold(I)-gold(I) interactions with distances
that are easily shortened through the application of pressure, leading to
very characteristic spectroscopic effects such as the strong decrease of the
luminescence energy schematically illustrated in Fig. 3c. Experimental
examples for these categories of phenomena will be presented in the
following sections.

2 Structural changes and variable-pressure Raman
spectroscopy

There is a rich literature on variable-pressure vibrational spec-
troscopy.41,42 Changes in molecular vibrational frequencies are small in
the pressure range of interest here, and not obvious to quantitatively
correlate with small structural changes, such as those shown in Fig. 2. In
contrast, structural phase transitions are revealed through characteristic
discontinuous variations of frequencies, which makes this a very sensi-
tive technique for detection of such changes. An illustrative class of
compounds with intriguing changes of structures and properties in re-
sponse to external stimuli are spin-crossover materials. A recent per-
spective on these materials emphasizes the importance of combining an

Fig. 3 Schematic representation of pressure effects on HOMO and LUMO energies for
typical d-d transitions in square-planar complexes (a), MLCT transition (b) and for a gold(I)
dithiocarbamate polymer chain (c).
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array of techniques and conditions such as variable pressure and tem-
perature. Very significant shifts of vibrational frequencies occur as a
consequence of the spin transition and its changes in metal-ligand
bonding.

Figure 4 shows partial Raman spectra of two such compounds, cis-
Fe(1,10-phenanthroline)2(NCS)2, a thoroughly studied complex with a
low-spin form observed at low temperature and high pressure, and trans-
Fe(pyridine)4(NCS)2, a complex that does not undergo a spin transition at
low temperature but for which Raman spectra show evidence for the
presence of a minority low-spin form at high pressure.43 The nN-C

stretching mode of the NCS� ligands is a sensitive probe for this elec-
tronic structure change. Its frequency is 2052 cm�1 for uncoordinated
NCS� ions, similar to the frequencies of 2063 cm�1 and 2069 cm�1 for
high-spin trans-Fe(pyridine)4(NCS)2 and cis-Fe(1,10-phenanthroline)2-
(NCS)2, respectively, at ambient temperature and pressure. The Raman
spectra in Fig. 4 show a small frequency increase by approximately
þ 0.2 cm�1/kbar for both compounds as pressure increases, a typical
behavior for stretching frequencies. At pressures above 10 kbar, a new
peak at 2116 cm�1 dominates in Fig. 4a, assigned to the nN-C mode of the
low-spin form. This change is sudden in the Raman spectra in Fig. 4a, but
very gradual in Fig. 4b, which shows the corresponding spectra for trans-
Fe(pyridine)4(NCS)2, where the peak corresponding to the high-spin fre-
quency persists at all pressures. The nN-C stretching frequency is com-
pared to the N-C bond length in a variety of iron(II) complexes in Fig. 5.

The comparison shows that bond length changes are very small and no
quantitative trend can be established for the variation of the frequency as
a function of bond length change over this small range, indicating that
metal-ligand bonds and other interactions also have a significant effect
on the nN-C vibrational frequencies compared in Fig. 5. This overview il-
lustrates that a combination of Raman spectroscopic and structural
techniques is useful to understand and guide research on phenomena
and properties based on both electronic and structural effects.

(a) (b)

Fig. 4 Variable-pressure Raman spectra in the region of the nN-C stretching vibration for
cis-Fe(1,10-phenanthroline)2(NCS)2, (a) and trans-Fe(pyridine)4(NCS)2 (b).
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3 Luminescence of square-planar d8 complexes

Square-planar complexes are particularly attractive for variable-pressure
luminescence and structural studies, as both intra- and intermolecular
effects can dominate the observed properties. Overviews of the variable-
pressure behavior of d-d transitions have been published.6,7 The typical
behavior is illustrated in Fig. 6a for a bis-dithiocarbamato complex of
palladium(II).44 It shows a broad luminescence band characteristic for a
d-d transition with a maximum shifting to higher energy by þ 12 cm�1/
kbar, in the expected range from þ 10 cm�1/kbar to þ 30 cm�1/kbar. The
shift of the maximum is given in the inset at the center of the figure. The
comparison with variable-temperature spectra in Fig. 6b is revealing: as
temperature increases, the band maximum shifts to lower energy, a trend
also shown in the inset. This shift is a consequence of the band broad-
ening on its low-energy side, and indicates an increase of excited-state
distortions at higher temperatures. High pressure also prevents the band
from broadening on the low-energy side, acting qualitatively similar to
low temperature. The comparison in Fig. 6 shows characteristic differ-
ences between variable-pressure and variable temperature luminescence
due to intramolecular effects including emitting-state properties.

An attractive class of complexes for exploring significant pressure-in-
duced structural changes are square-planar complexes with a dangling
nucleophile above the coordination plane. Variable-pressure structures
for one such compound, Pd(1,4,7-trithiacyclononane)Cl2 have been
published27 and show a significant pressure-induced decrease of the
distance between the dangling nucleophile and the metal center, a
structural change comparable in magnitude to the change in inter-
molecular distance in Fig. 2. Variable-pressure d-d luminescence spectra
of such systems show distinct variations for structurally similar

Fig. 5 Comparison of the nN-C stretching frequency of (NCS)� and the Fe-N distance for
different iron(II) complexes: Bapby ([Fe(bapbpy)(NCS)2]22), Dppt ([Fe(dpp)2(NCS)2] �pyridine23),
Phen (Fe(1,10-Phen)2(NCS)2)47 and Py (trans-Fe(pyridine)4(NCS)2).47 Complexes are high spin
(HS) or low spin (LS) depending on the temperature (T) and pressure (P) conditions.
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palladium(II) and platinum(II) complexes with identical ligands:45 a shift
to higher energy by þ 6 cm�1/kbar for Pd(1,4,7-trithiacyclononane)Cl2,
but to lower energy by � 19 cm�1/kbar for the platinum(II) analog. This
trend is qualitatively rationalized by the destabilization of the dz2 level in
Fig. 3a, labeled intermolecular in the Figure. These shifts are both lower
than the typical range given above for d-d transitions, providing experi-
mental evidence for the significant influence of the approaching dan-
gling nucleophile and illustrating that variable-pressure spectra show the
trend resulting from the changes to electronic states from all structural
modifications. Shifts of band maxima with different signs generally occur
because of different electronic effects arising from the small, pressure-
induced structural changes. The variable-pressure luminescence spectra
therefore show that the effect of the approaching nucleophile is stronger
for platinum(II) complexes than for their palladium(II) analogs.

Charge-transfer luminescence transitions for complexes in this
class are an appealing next category to explore. Examples are shown in

(b)(a)

Fig. 7 Pressure-dependent charge-transfer luminescence spectra of Pd(1,4,7-
trithiacyclononane)(phenylpyridine)(PF6) �CH3CN (a), maxima given by solid circles in the
inset, and Pt(1,4,7-trithiacyclononane)(5-NO2-phenanthroline)(PF)6 (b)., maxima given as
open squares in the inset.

Fig. 6 (a) Pressure-dependent luminescence spectra of Pd(PDTC)2 crystals shown at
pressures between 2.1 and 4.2 GPa (left to right). (b) Temperature-dependent lumi-
nescence spectra of Pd(PDTC)2 crystals shown at temperatures ranging from 15 to 70 K
(right to left). Inset: variable-pressure luminescence maxima pressure (squares) and vari-
able-temperature luminescence maxima (circles).
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Fig. 7 for representative palladium(II) and platinum(II) complexes with
1,4,7-trithiacyclononane ligands. The observed trends are clearly differ-
ent from those described above for d-d emissions: no significant shift
occurs for the palladium(II) complex and only a small shift to higher
energy for the platinum(II) complex. Both bands broaden significantly as
pressure increases, indicating strong inhomogeneous broadening. The
spectroscopic results suggest that charge-transfer transitions do not react
as strongly as d-d bands to structural changes induced by pressure. One
possible reason for this difference is that the charge-transfer excited state
is ligand-centered and therefore less sensitive to pressure, as strong
bonds show only small pressure-induced changes, illustrated by the nN-C

stretching frequency and N-C distance in Figs. 4 and 5, and only the
metal-centered ground state is affected by pressure. In the palladium(II)
compound, there appears to be an almost perfect balancing of the effects
induced by pressure, leading to no net change of the band maximum, as
shown in the inset to Fig. 7. The energy of the charge-transfer lumi-
nescence band maximum of the platinum(II) complex increases with
pressure, again shown in the inset to Fig. 7, a trend in the opposite
direction from the d-d luminescence for platinum(II) complexes with
1,4,7-trithiacyclononane ligands. This difference indicates that the effect
of the approaching nucleophile on the dz2 level, leading to an energy
increase of the ground state and to a decrease of the d-d luminescence
energy, is not the dominant effect for this complex. An energy increase of
the excited state at higher pressure, likely to occur for the typically p*
ligand orbital accepting the metal-centered electron after the excitation,
is a probable physical origin of the observed shift. These examples
indicate that the electronic structure of the states involved in charge-
transfer and d-d transitions do not adapt in the same way to the pressure-
induced change of the molecular structure, resulting in different
pressure-induced variations.

4 Aurophilic interactions

Variable-pressure luminescence spectra of dicyanoaurates have been
studied in detail as they show dramatic variations of luminescence
properties46 as a consequence of small structural changes, in particular
the metal-metal distances. Structures and spectra at variable pressure
have been reported, but a correlation is not obvious, as a variety of
similar Au(I)-Au(I) distances have to be considered, a challenging situ-
ation when several comparable but not identical distances occur.47 Lu-
minescence spectra show very significant shifts to lower energy on the
order of � 100 cm�1/kbar to � 300 cm�1/kbar due to the effect of shorter
metal-metal distances on the luminescence energy. The schematic view
in Fig. 3c qualitatively illustrates the origin of these shifts to lower energy,
as the energy of the ground state increases and the emitting-state energy
decreases at higher pressure. Dithiocarbamate ligands lead to relatively
simple structures, one-dimensional chains with alternating ligand-
bridged and unbridged gold(I) centers, a situation closely resembling the
schematic view in Fig. 3c.48 Different substituents of the ligands lead to
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polymers with almost identical Au(I)-Au(I) distances, but very distinct
luminescence properties. Figure 8 shows variable-pressure luminescence
spectra for two such systems, with obvious differences in luminescence
band shape and maximum energy, and widely different pressure-induced
shifts of the luminescence maxima by � 120 cm�1/kbar and � 40 cm�1/
kbar. The key reason for this difference by a factor of three is the angular
geometry, as schematically indicated by the linear and kinked chains on
the right-hand side of Fig. 8, significantly changing the electronic
structure of the states involved in the transitions despite the very similar
metal-metal distances.48,49

At pressures above 2 GPa the linear-chain polymer shows broad-band
luminescence with a smaller shift, a spectroscopic signature similar to
characteristics of the kinked chain and a possible indication of pressure-
induced structural defects. This comparison illustrates that pressure-
induced structural changes other than distance decreases can have a very
important influence on luminescence properties, a very attractive starting
point to explore the variable-pressure structures and luminescence
spectra of other molecular gold(I) systems in view of applications such as
luminescent sensors.

Fig. 8 Variable-pressure luminescence spectra and shift of luminescence maxima for
two gold(I) dithiocarbamates between ambient pressure and 4.3 GPa.
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Conclusion

The preceding overview aims to illustrate the potential of a combined
structural-spectroscopic approach based on high-quality data obtained
with new-generation instrumentation. Quantitative trends indicate very
characteristic differences. This approach is particularly promising for
guiding the chemistry of inorganic functional materials, where both the
electronic structure of molecular units and their intermolecular inter-
actions have to be understood and controlled in order to optimize ma-
terials characteristics.
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Commun., 2006, 4081.
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Near-infrared spectroscopic studies
of nanostructured materials
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The measurement of the chemical and physical properties of nanostructured materials,
including e.g. silicate, carbon nanotubes and fullerenes, is time-consuming, requires ex-
pensive instrumental equipment and a lot of user experience. Infrared spectroscopy, es-
pecially near-infrared spectroscopy (NIR), coupled with multivariate data analysis (MVA)
can be used as a non-destructive, fast, reliable and robust technique for the character-
ization and classification of nanostructured materials. In this contribution the most rele-
vant milestones reached so far in NIR spectroscopic characterization of nanostructured
materials are reviewed, summarized and discussed.

1 Introduction

The word ‘‘nano’’ is derived from the Greek term for dwarf (nánnos) and
is nowadays used as a prefix for a measuring unit. One nanometer cor-
responds to 10�9 meters. The human hair for example has an average
diameter of approximately 80.000 nm, bacteria of 2.000 nm and the DNA
of 2 nm. ‘‘Nano’’ is, in our daily routine, a collective name for investi-
gations and work being carried out with all different kinds of matter
between 0.1 and some 100 nm. With matter in this size range specific
physical,1,2 chemical,3 biological, medical, electrical, mechanical prop-
erties can be achieved, offering new application fields in the macroscopic
world.

For the production of nano-materials two main approaches exist: The
‘‘bottom-up’’ approach, where materials are built up, atom by atom, and
the ‘‘top-down’’ approach, where materials are synthesized, or larger
entities are brought to nano-level. Additionally, nano-materials can cause
potent health risks. Due to the increasing importance of matter at the
nano-scale in many fields of application it’s physico-chemical and mor-
phological characterization is an urgent and demanding challenge.

Particle size is conventionally determined by electron microscopy
(ELMI), light scattering or the Coulter-Counter method. For the de-
termination of the specific surface area, nitrogen adsorption experiments
according to the Brunauer-Emmett-Teller (BET) theory; for pore size and
volume, mercury intrusion porosimetry (MIP) or size-exclusion chroma-
tography (SEC) are applied, respectively. Chemical materials’ properties
include, after the identification of the material itself, qualitative analysis
of chemical derivatization and also surface coverage. For this purpose,
nuclear magnetic resonance (NMR) spectroscopy and/or elementary an-
alysis are usually applied. The disadvantages of all these traditional
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techniques are that they are time-consuming; require expensive ana-
lytical instrumentation, and a lot of experience from the operating staff.
The investigation is invasive and finally, also expensive.

Nanostructured materials and/or nanostructured properties of carrier
materials in analytical chemistry play a permanently increasing role.
They are employed as a stationary phase in liquid-chromatography (LC)4

and also for selective enrichment techniques such as solid-phase ex-
traction (SPE).5 In 2006, nanostructured materials were introduced for
the biomarker profiling of prostate cancer related human serum sam-
ples, and the technique was given the new term ‘‘material enhanced laser
desorption ionization’’ (MELDI) mass spectrometry (MS).6 It was dem-
onstrated that this novel method clearly benefited from the increased
loading capacity, due to the high ratio of surface-to-size.3

In pharmacy and pharmaceutical technology nanostructured (delivery)
systems become more and more important.7 Studies have illustrated that
in some, particularly promising ways, nano-materials as drug or vaccine
carriers can assist in navigating barriers (plasma membrane, endo-lyso-
somes, nuclear membrane, multiple drug resistance mechanisms), with a
particular focus on administration by injection.

The pharmaceutical industry has realized the special advantages of
NIR spectroscopy to investigate the physical and morphological prop-
erties of liquid, solid and semisolid products. Blend uniformity analysis,
raw material identification, process analysis and finished product quality
monitoring must be carried out non-invasively and fast. Parameters like
size and composition (physical and chemical, ‘‘physicochemical’’) must
be analyzed not only in parallel, but simultaneously.8

It is the aim of the present contribution to firstly introduce the prin-
ciple of NIR and then to explain the measurement technique. Secondly,
the efficiency of NIR to monitor the physic-chemical properties of nano-
structured materials is demonstrated, discussed and evaluated. In the
third part the application of nanostructured materials as a selective
carrier for distinct qualitative/quantitative analyses of single molecules is
described.

2 Fundamentals of near-infrared spectroscopy and
applied chemometrics

The region of the electromagnetic spectrum between the visible (VIS) and
the microwave wavelength is called infrared radiation (IR).9 The near-
infrared (NIR) spectroscopic excitation of molecules is accomplished in a
wavelength range between 750 and 2500 nm, corresponding to a wave-
number range between 4.000 and 13.000 cm�1.10 Samples of all different
aggregation states can absorb parts of the incoming IR radiation at
specific wavelengths resulting in a fingerprint or a characteristic spec-
trum.11 Molecules containing C–H, C–O, C¼O, N–H and O–H functional
groups are excited to perform stretching-, deformation- and scissor-
vibrations. In the mid-infrared (MIR) region only fundamental vibrations
(‘‘signatures’’) can be observed. In the NIR region overtones and com-
bination vibrations can be found ,containing a manifold of information
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compared to MIR,12 which often results in a crowded spectrum with
overlapping peaks. Today, there are highly sensitive spectrometers
available in order to overcome the 10–1000 times lower NIR-intensities.
The light recorded by the detector contains compositional information
which can be unravelled by special software to report multiple analyses
almost instantaneously. NIR spectroscopy is able to provide simul-
taneous, rapid and non-destructive qualitative and quantitative analysis
of compounds even in complex matrices.13

2.1 Model of the harmonic and an-harmonic oscillator
The physical principle behind the observed effects both in the MIR as
well as in the NIR region is the model of the harmonic and anharmonic
oscillator. Thereby, the reduced mass m performs vibrations with the
frequency nosc. In the MIR this vibration follows more or less the equation
for the harmonic oscillator, whereas in the NIR the equation for the
anharmonic oscillator is valid, describing the excitation into higher en-
ergy states. In the following chemometric approaches based, in most
cases, on multivariate statistical analyses are performed.

2.2 Instrumentation
An NIR spectrometer consists of a light source (e.g. tungsten halogen
lamp), sample presentation accessories, monochromator, detector and
different optical components including lenses, collimators, beam split-
ters, integrating spheres and optical fibers.14

In NIR spectroscopy there is only little, and in most cases no, sample
preparation required prior to analysis. Transparent materials are ana-
lysed in transmission and/or transflection, solid materials in diffusive
reflection and/or interaction mode (using light fiber optics), respectively.
In reflection mode, the light source and detector are mounted at a spe-
cific angle, in order to avoid specular reflection. In transmission mode,
the light source is positioned opposite to the detector. In interaction
mode, the light source and detector are positioned in parallel to each
other.14

Basically speaking, spectrometers can be divided into dispersive and
non-dispersive instruments. Dispersive filter instruments often contain a
monochromator which is a wheel holding a number of absorption of
interference filters. In scanning monochromator instruments a grating or
a prims is used for the separation of the individual frequencies. Non-
dispersive, Fourier transform spectrophotometers take advantage of
interferometers using modulated light and time domain signals, which
must be converted into a spectrum via Fourier transformation.15 In most
instruments of this type a Michelson or polarisation interferometer is
used.

Photodiode array (PDA) spectrophotometers consist of a fixed grating
that focuses the dispersed radiation onto a detector array of silicon
(Si, 350–1100 nm) or indium gallium arsenide (InGaAs, 1100–2500 nm)
offering high acquisition speed. As an alternative, laser based systems,
diffraction-based optical band-pass filters and/or liquid tune-able filter
(LCTF) instruments can be used.16
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Hyper-spectral NIR spectroscopic imaging is becoming more and more
popular.17 Thereby, a multi-wavelength hyper-spectral cube is recorded
consisting of spectra recorded at every defined 2-D spatial position. The
implementation of sensitive detectors (MCT, mercury cadmium telluride)
and attenuated total reflection (ATR) units enables highly efficient an-
alysis down to a spatial resolution of 1.2 mm.18

For quantitative analysis the amount of absorbed radiation is
dependent upon the Lambert-Beer’s law in transmission, and upon the
Kubelka-Munk equation in diffuse reflection mode.

The basic principle for non-destructive diffuse reflection NIR spec-
troscopy can be deduced from Fig. 1.

2.3 Chemometrics and multivariate data analysis
The NIR spectrum consists of a huge number of partially overlapping
overtones and combination vibrations. In addition, scattering effects,
instrumental noise and/or sample in-homogeneities might occur.9

Therefore, for many applications it is impossible to correctly assign the
corresponding vibration bands. NIR in combination with multivariate
statistical analysis (MVA) has been demonstrated to form a powerful
synergistic combination enabling the extraction of the required infor-
mation from the spectrum.11 The most appropriate and frequently used
chemometric procedure is principal component analysis (PCA) for re-
ducing the number of variables, facilitating both qualitative and
quantitative analysis. Data pre-treatment is applied to minimize inho-
mogeneities which might originate from the recording of the spectra and
allows the elimination of baseline shifts. Normalization algorithms can
be applied to eliminate different sample positioning. Diffusion and/or
unexpected scattering caused by particle size effects can be compensated
by a multiplicative scatter correction (MSC). Spectral noise can be

Fig. 1 Sample presentation for non-destructive diffuse reflection NIR spectroscopy.
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reduced by performing the first or second derivative of the original
spectrum. Calibration development is mathematically achieved by the
co-variation between defined variables or by a mathematical function
(regression model). In a regression model the values of the dependent
variables are calculated from values of the measured variables (Siebert). It
is important to select an optimum number of variables or components.
The system can become over-fitted if too many variables are used and then
poor prediction results will result. Using too few components will cause
under-fitting and the model is too small to capture the variability in the
data. This fitting effect is strongly dependent on the number of samples
and, in general, more samples give rise to more accurate predictions.20

The calibration procedure of the NIR spectrometer can be summarised
in five steps: 1) Choice of a representative sample set; 2) Recording of the
NIR spectra; 3) Measurement of the reference values; 4) Multivariate
modelling in order to generate a relationship between the recorded
spectra and the reference values; 5) Validation of the system. The most
frequently regression methods comprise principal component regression
(PCR) and partial least square regression (PLSR), discriminant analysis
(DA) and artificial neural networks (ANN).18

The choice of the highest suitable regression model19 is based on the
calculation of the following values:

1. BIAS, i.e., the average deviation between the predicted values (yn)
and the actual values (xn), in the calibration-set, should be close to zero.

Bias¼ 1
N

X

xn� ynð Þ (1)

2. PRESS, Predicted Residual Error Sum of Squares is the sum of the
squares of the deviations between predicted and reference values. The
PRESS value of the validation set should be as small as possible and
similar to that of the calibration set.

PRESS¼
X

xn� ynÞ2
�

(2)

3. Standard error of estimation (SEE), i.e., the standard deviation of
the differences between reference values and NIRS-results in the cali-
bration set.

SEE¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N

X

xn� yn�Biasð Þ2
r

(3)

4. Standard error of prediction (SEP), i.e., the counterpart for the test-
set samples. SEE and SEP should be as small as possible.

SEP¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N

X

xn� yn�Biasð Þ2
r

(4)

5. The correlation coefficient (R2) should approach 1.
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3 Properties of nanostructured materials and their
characterization by near-infrared spectroscopy

In the first section of this chapter, materials properties are described. In
the second section tailored NIR based technologies are introduced and
reviewed.

3.1 Silicate materials
In industry, silica gel is used as an adsorbent for vapors from e.g. alcohol,
ether, benzene and from air e.g. in explosives factories. It is applied as an
efficient desiccant used for drying liquids, gases and solids, for purifi-
cation and de-colorization of liquids and lipids. In analytical chemistry
silica gel plays an important role as important stationary phase and
carrier material in chromatographic separation science, including the
thin-layer chromatography (TLC) and the high pressure liquid chroma-
tography (HPLC) in the fields of phytomics, proteomics and metabo-
lomics.4 Physical properties, including pore size, particle size and surface
area, play an important role in attaining the highest separation effi-
ciencies, because merely well optimized and characterized stationary
phases can be used in challenging fields such as bioanalysis.3 The most
popular method of HPLC is the reversed-phase high pressure liquid
chromatography (RP-PLC). Stationary phases for RP-LC can be purchased
with different carbon chain length, for example, C4, C8, C18, C30, etc.
Other derivatisations comprise functionalisation with e.g. anion- or cat-
ion-exchange or affininty groups.

3.2 Carbon nanomaterials
Carbon nanomaterials such as carbon nanotubes (CNTs) and fullerenes
can be applied in different scientific fields like medicine, drug delivery,
optics, electronics and analytical chemistry because of their unique
biological, physical and chemical properties.21

Carbon nanotubes can be approximated as rolled-up sheets of graphite
and are formed in two principal types: one type consists of a single tube
of graphite, the so called single-walled carbon nanotubes, and the second
type, which consists of several concentric tubes of graphite, fitted one
inside the other; the so called multi-walled carbon nanotubes. The length
of the tubes is usually in the micrometer range, the diameter of the tubes
depends on the type. Whereas the diameter of the single-walled carbon
nanotubes is just a few nanometers, the one of the multi-walled several
ten of nanometers. Carbon nanotubes have been applied as a matrix for
matrix-assisted laser desorption/ionization (MALDI) time-of-flight mass-
spectrometry and for material-enhanced laser desorption/ionization
(MELDI) time-of-flight mass-spectrometry.22

Fullerenes: In 1966 the idea came up, that a graphite-layer can be
formed to a hollow ball, but to achieve that the addition of some
pentagons between the hexagons is required. In 1970 Eiji Osawa23 pre-
dicted the existence of the C60-molecule, but only in 1985 was the first
fullerene produced by laser evaporation of graphite.24 The name of this
new class of molecules, which denotes all closed carbon cages, including
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twelve pentagons and more than one hexagon which forms a sp2 network,
was ‘Buckminster Fuller’, who invented the geodesic domes.25 C60, C70,
C76, C78 and C84 are commonly available fullerene-molecules.

To obtain a material for solid phase extraction, silica was derivatized
with fullerenes. The silica sorbents were derivatized with an amino pro-
pyl linker and then covalently bound to C60-epoxyfullerenes or C60-
fullerenoacetic acid.1

4 Characterisation of nanomaterials

4.1 Silicate materials
For the NIR spectroscopic characterization of scientific materials, in-
cluding silicate material, carbon nanotubes and fullerenes, a method is
described and protected by patent US007715002 B2 (Method for classi-
fying scientific materials such as silicate materials, polymer materials
and/or nanomaterials).26 The method offers operation at reduced costs. it
is non-invasive and fast. It enables improved sample handling and the
possibility to measure physical and chemical properties simultaneously.
NIR spectroscopy is coupled with statistical software to perform principle
component analysis (PCA), regression (PCR) or partial least squares re-
gression (PLSR).

The described procedure provides a method for characterization of
silicate material in the following steps:

1. A number of material classes is provided, each with a plurality of
calibration and material specimens per class with different class-char-
acteristics. By irradiating a measuring light of the NIR-VIS wavelength
range (400 to 250 nm, respectively 4000 to 14186 cm�1) into the material
specimen and record reflected and/or reemitted measuring light the
calibration model is established.

2. Afterwards a ratio, depending on the wavelength of irradiated to
detected measuring light (spectrum), for each material of a class is de-
termined. In the following numerical-mathematical processing of the
spectral data of each material specimen is carried out.

3. A database is generated by the correlation of the spectra of a ma-
jority of material specimens with a predetermined material class.

4. With a measuring light to numerical-mathematical processing of the
spectral data are repeating at least once with at least one material sample
with partially unknown characteristics to validate the model established.

To improve the accuracy and/or minimized the noise by avoiding or
minimizing interactions of the measuring radiation and/or the reflected
and/or reemitted radiation, two different strategies can be applied: One
possibility is the analysis of the sample in a vacuum, the other possibility,
which is preferred and easier to use, is that the measuring radiation is
conducted to the material via a light conductor and/or is absorbed by the
material. For high quality spectra, the thickness of the specimen layer
and the temperature of the sample are of importance. The optical
thickness of the material specimens is in the range of approximately 0.2
to 5 mm. Thinner layers can be measured as long as there is still enough
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material, so that any effects can be measured, and thicker layers as long
as still a measurable signal can be obtained. To save energy, reduce the
preparation time for the samples and to ensure a good comparability and
reproducibility of the measured data, the maintenance of a constant
temperature, approximately 23 1C, is important. In order to reduce file
size or to eliminate noise, it is convenient to process the obtained raw
data, by at least one of; normalization, smoothing, 1st derivation, 2nd

derivation, multiplicative scatter correction, reciprocal value, square,
mean centering, Kubelka Munk transformation, absorption, baseline
correction, addition of a constant, shift negative to zero, PCA, PCR, or
partial least square regression (PLS). The characteristics of the individual
material classes determined by the numerical-mathematical processing
are at least one of particle surface, particle size, pore diameter, pore
volume, pore porosity and derivatization. The correlation of the numer-
ically-mathematically processed spectral data is at least one multivariate
method selected from PCA and/or a smoothing, and/or at least one series
expansion and/or artificial neuronal network algorithm, dynamic learn-
ing vector quantization (DLVQ-algorithm), radial basis functions (RBF),
wherein the correlation is caused by the formation of clusters and the
tolerance areas of individual clusters are adjustable during calibration.
Approximately 3 to 20 spectral-scans/material specimens are recorded,
30% of all material specimens measured by class are used for validating
the procedure, 70% are used for calibration and the classification results
can be shown as a 2D/3D-plot. In Fig. 2 the corresponding calibration and
validation curves for the quantitative determination of particle size and
specific surface area are depicted.

4.2 Pharmaceutical nanomaterials
A NIR spectroscopic method allowing the characterization of pharma-
ceutical nanomaterials is protected by patent WO2009/137855 A1
(Characterization of physicochemical properties of a solid) respectively
AT506681A1 (Charakterisierung von physiko-chemischen Eigenschaften
eines Feststoffes).7 The method described enables the determination of
several characteristics of a solid, such as particle size, porosity and/or
specific surface area with one measurement simultaneously. The char-
acterization of physico-chemical properties of a solid is an important
concern, for example, to guarantee a consistent quality in the production
of the solid. A solid, in particular a pharmaceutical composition, is
measured with NIR spectroscopy and the measured data are compared
with values from calibration tables, which were created prior to the de-
termination for the given characterization of the solid composition by an
appropriate reference method. The measuring light of the NIR wave-
length range (4000 to 12800 cm�1) is irradiated onto the sample and the
transmittance, diffuse reflectance or transflectance of the light, notable
diffuse reflectance is recorded. With the aid of mathematic, statistic and
multivariate methods and chemometric software the calibration tables
can be established. Basis of known and measured values, qualitative and
quantitative calibration tables are created, corresponding to the different
characteristics of the solid.
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These calibration models can serve as a basis for the determination of
unknown samples by comparing the respective measured values. This
method enables the determination with a non-invasive measurement (NIR
spectroscopy) coupled with multivariate data analysis, simultaneously, several
characteristics of a solid, including particle size and surface area7 (Fig. 3).

4.3 C60-fullerene-silica
C60-fullerene-derivatised silica is used as carrier in material laser de-
sorption/ionization mass spectrometry (LDI-MS) for the analysis of
molecules having a molecular weight of o1500 Da, such as e.g. sugars,
peptides, amino acids and lipids.1 A clear identification of small mole-
cules through intensive signals without matrix-related background dis-
turbances is the result benefitting from this progress.

Fig. 2 Calibration and validation curves for the quantitative determination of particle size
and surface area.
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Even though the acceptance of MALDI-MS for biomolecules was
growing, its use in low-molecular weight analysis and tandem MS ex-
periments was limited. This is mainly due to issues with uniform energy
transfer from matrix to analyte upon UV laser excitation, and/or inter-
ference from matrix molecules. An obstacle to rapid analysis of a diverse
set of samples is that known matrices are specific for certain molecules.
For this reason there is a need of materials, which can measure molecules
having a molecular weight of o1500 Da, such as C60-fullerene-
derivatised silica. The C60-fullerene-derivatised silica is fullerene-bounded
silica, which is a result from the reaction of aminopropyl silica and
C60-fullerenoacetyl chloride or of aminopropyl silica and C60-epoxy
fullerene1 (Fig. 4).

The fullerene-derivatized silica has a pore size in the range of 0 (i.e.
non-porous) to 100 nm; preferably 30 nm and an increased specific sur-
face area relative to silica alone. To prepare the matrix material, the
fullerene-derivatized silica is suspended in a solvent, preferably selected
from the group consisting of methanol, acetonitrile, acetone and a mix-
ture of acetonitrile and water, applying to a MALDI target and drying the
material. Surface area and pore size are both an essential factor in the
desorption/ionization process. High enough surfaces are needed to allow

Fig. 3 Determination of specific surface area (m2/g) for amoxicillin trihydrate.

Fig. 4 Synthesis of C60-fullerene bound silica.

Spectrosc. Prop. Inorg. Organomet. Compd., 2014, 45, 274–285 | 283

 0
9:

59
:5

9.
 

View Onlineiranchembook.ir/edu

http://dx.doi.org/10.1039/9781782621485-00274
https://iranchembook.ir/edu


the laser energy to be forwarded from the fullerenes to the analytes, and
from larger pores the analytes are capable of easier desorption.

5 Application of nanostructured materials for single
molecule near-infrared spectroscopic investigations

Water is a strong absorber in the near infrared (NIR) region. The most
efficient way to analyze single molecules in complex fluids is to bind the
analyte of interest with high efficiency and selectivity to a well-designed
carrier material. This strategy enables two fundamental analytical
improvements: On one side the direct measurement can be achieved and
on the other side an increase in sensitivity due to the appearing pre-
concentrating effects can be observed. A strategy for the analysis of low and
high density lipoprotein (LDL and HDL) in human serum applying NIR
spectroscopy and multivariate calibration techniques was described.27

During method development it was useful to evaluate the feasibility of NIRS
for classifying and identifying different analytes by establishing a qualitative
principal component analysis (PCA) based cluster model. In case of LDL and
HDL analysis, titanium oxide (TiO2) nano-beads offer an efficient material
for selective immobilization, including incubation and a washing step. For
quantification, a principal component regression (PCR) model of standards
in a range from 500–3000 ppm (clinical value is 1500 ppm) and a partial
least squares regression (PLSR) model of HDL standards in a range from
100–1000 ppm (clinical value is 400 ppm) could be demonstrated as being
highly efficient. Wavenumber region selection allowed spectral information
to be gained between 4000 and 7240 cm�1. For the analysis of real samples it
is necessary to analyze HDL and LDL in chronological order by employing
precipitation. It could be demonstrated that this NIRS method is a highly
useful potential alternative or even supplementary clinical method for the
fast determination of single molecules in complex biological fluids.

6 Conclusion

The described methods demonstrate the use of NIR spectroscopy coupled
with multivariate data analysis for the characterization of nano-struc-
tured silicate materials, carbon nano-tubes and C60-fullerene-derivatised
silica and pharmaceutical material. NIRS is used a non-destructive
method with high precision, speed and ease of use, without laborious
sample pre-treatment. The quality analysis can quickly identify the kind
of material and control derivatization steps, the quantitative regression
models can be used to determine physico-chemical properties simul-
taneously with high precision and non-invasively. The application of
titanium oxide nano-beads enables the selective enrichment of single
biological molecules and the efficient analysis by NIRS.
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