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PREFACE

Inorganic chemistry is concerned with the chemical elements (of which there are about 100) and the extremely varied
compounds they form. The essentially descriptive subject matter is unified by some general concepts of structure,
bonding and reactivity, and most especially by the periodic table and its underlying basis in atomic structure. As with
other books in the Instant Notes series, the present account is intended to provide a concise summary of the core material
that might be covered in the first and second years of a degree-level course. The division into short independent topics
should make it easy for students and teachers to select the material they require for their particular course.

Sections A—E discuss the general concepts of atomic structure, periodicity, structure and bonding, and solution
chemistry. The following Sections F-I cover different areas of the periodic table in a more descriptive way, although in
Section H some concepts that are peculiar to the study of transition metals are also discussed. The final section describes
some aspects of inorganic chemistry in the world outside the laboratory.

I have assumed a basic understanding of chemical ideas and vocabulary, coming, for example, from an A-level
chemistry course in the UK or a freshman chemistry course in the USA. Mathematics has been kept at a strict minimum
in the discussion of atomic structure and bonding. A list of further reading is given for those interested in pursuing these
or other aspects of the subject.

In preparing the second edition I have added three extra Topics, on reactions and synthesis, the characterization of
compounds, and symmetry. A number of corrections and additions have also been made, including new material on
noble gases. These changes aim to strengthen the coverage of synthesis and chemical reactivity, and I hope they will
increase the usefulness of the book as a concise account of the basics of inorganic chemistry.

Many people have contributed directly or indirectly to the production of this book. I would particularly like to thank
the following: Howard Stanbury for introducing me to the project; Lisa Mansell and other staff at Garland/BIOS for their
friendliness and efficiency; the anonymous readers and my colleagues Bob Denning and Jenny Green for their helpful
comments on the first draft; my students past and present for their enthusiasm, which has made teaching inorganic
chemistry an enjoyable task; and Sue for her love and understanding.
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Atomic structure
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Al
THE NUCLEAR ATOM

Key Notes

Electrons and nuclei An atom consists of a very small positively charged nucleus, surrounded
by negative electrons held by electrostatic attraction. The motion of
electrons changes when chemical bonds are formed, nuclei being
unaltered.

Nuclear structure Nuclei contain positive protons and uncharged neutrons. The number of
protons is the atomic number (7) of an element. The attractive strong
interaction between protons and neutrons is opposed by electrostatic
repulsion between protons. Repulsion dominates as Z increases and there
is only a limited number of stable elements.

Isotopes Isotopes are atoms with the same atomic number but different numbers of
neutrons. Many elements consist naturally of mixtures of isotopes, with
very similar chemical properties.

Radioactivity Unstable nuclei decompose by emitting high-energy particles. All
elements with Z>83 are radioactive. The Earth contains some long-lived
radioactive elements and smaller amount of short-lived ones.

Related topics Actinium and the actinides (I2) Origin and abundance of the
elements (J1)

Electrons and nuclei

The familiar planetary model of the atom was proposed by Rutherford in 1912 following experiments by Geiger and
Marsden showing that nearly all the mass of an atom was concentrated in a positively charged nucleus. Negatively
charged electrons are attracted to the nucleus by the electrostatic force and were considered by Rutherford to
‘orbit’ it in a similar way to the planets round the Sun. It was soon realized that a proper description of atoms required
the quantum theory; although the planetary model remains a useful analogy from the macroscopic world, many of the
physical ideas that work for familiar objects must be abandoned or modified at the microscopic atomic level.

The lightest atomic nucleus (that of hydrogen) is 1830 times more massive than an electron. The size of a nucleus is
around 107"* m (1 fm), a factor of 10° smaller than the apparent size of an atom, as measured by the distances between
atoms in molecules and solids. Atomic sizes are determined by the radii of the electronic orbits, the electron itself
having apparently no size at all. Chemical bonding between atoms alters the motion of electrons, the nuclei remaining
unchanged. Nuclei retain the ‘chemical identity’ of an element, and the occurrence of chemical elements depends on

the existence of stable nuclei.
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Nuclear structure

Nuclei contain positively charged protons and uncharged neutrons; these two particles with about the same mass are
known as nucleons. The number of protons is the atomic number of an element (Z), and is matched in a neutral
atom by the same number of electrons. The total number of nucleons is the mass number and is sometimes specified
by a superscript on the symbol of the element. Thus "H has a nucleus with one proton and no neutrons, 180 has eight
protons and eight neutrons, 208pp has 82 protons and 126 neutrons.

Protons and neutrons are held together by an attractive force of extremely short range, called the strong
interaction. Opposing this is the longer-range electrostatic repulsion between protons. The balance of the two forces
controls some important features of nuclear stability.

* Whereas lighter nuclei are generally stable with approximately equal numbers of protons and neutrons, heavier ones
have a progressively higher proportion of neutrons (e.g. compare '°O with *%Pb).

* As Zincreases the electrostatic repulsion comes to dominate, and there is a limit to the number of stable nuclei, all
elements beyond Bi (Z=83) being radioactive (see below).

As with electrons in atoms, it is necessary to use the quantum theory to account for the details of nuclear structure and
stability. It is favorable to ‘pair’ nucleons so that nuclei with even numbers of either protons or neutrons (or both) are
generally more stable than ones with odd numbers. The shell model of nuclei, analogous to the orbital picture of atoms
(see Topics A2 and A3) also predicts certain magic numbers of protons or neutrons, which give extra stability. These
are

2 8 20 28 50 82 126

'O and ?®Pb are examples of nuclei with magic numbers of both protons and neutrons.

Trends in the stability of nuclei are important not only in determining the number of elements and their isotopes (see
below) but also in controlling the proportions in which they are made by nuclear reactions in stars. These determine the
abundance of elements in the Universe as a whole (see Topic J1).

Isotopes

Atoms with the same atomic number and different numbers of neutrons are known as isotopes. The chemical
properties of an element are determined largely by the charge on the nucleus, and different isotopes of an element have
very similar chemical properties. They are not quite identical, however, and slight differences in chemistry and in
physical properties allow isotopes to be separated if desired.

Some elements have only one stable isotope (e.g. 9F, 27A1, 31P), others may have several (e.g. 'H and ’H, the latter
also being called deuterium, '?C and '*C); the record is held by tin (Sn), which has no fewer than 10. Natural samples
of many elements therefore consist of mixtures of isotopes in nearly fixed proportions reflecting the ways in which these
were made by nuclear synthesis. The molar mass (also known as relative atomic mass, RAM) of elements is
determined by these proportions. For many chemical purposes the existence of such isotopic mixtures can be ignored,
although it is occasionally significant.

¢ Slight differences in chemical and physical properties can lead to small variations in the isotopic composition of
natural samples. They can be exploited to give geological information (dating and origin of rocks, etc.) and lead to
small variations in the molar mass of elements.
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* Some spectroscopic techniques (especially nuclear magnetic resonance, NMR, see Topic B7) exploit specific
properties of particular nuclei. Two important NMR nuclei are 'H and 3C. The former makes up over 99.9% of
natural hydrogen, but BCis present as only 1.1% of natural carbon. These different abundances are important both
for the sensitivity of the technique and the appearance of the spectra.

* Isotopes can be separated and used for specific purposes. Thus the slight differences in chemical behavior between
normal hydrogen ('H) and deuterium (*H) can be used to investigate the detailed mechanisms of chemical reactions

involving hydrogen atoms.

In addition to stable isotopes, all elements have unstable radioactive ones (see below). Some of these occur naturally,
others can be made artificially in particle accelerators or nuclear reactors. Many radioactive isotopes are used in

chemical and biochemical research and for medical diagnostics.

Radioactivity

Radioactive decay is a process whereby unstable nuclei change into more stable ones by emitting particles of different
kinds. Alpha, beta and gamma (o, B and y) radiation was originally classified according to its different penetrating

power. The processes involved are illustrated in Fig. 1.

* An 0 particle is a *He nucleus, and is emitted by some heavy nuclei, giving a nucleus with Z two units less and mass
number four units less. For example, 238U (2=92) undergoes a decay to give (radioactive) 24Th (2=90).

* A B particle is an electron. Its emission by a nucleus increases Z by one unit, but does not change the mass number.
Thus '*C (Z=6) decays to (stable) N (Z=7).

* v radiation consists of high-energy electromagnetic radiation. It often accompanies o and 3 decay.

/ *u
234 234 234
AA decay process Th _‘H’/—’ U

- B decay process 26p

222Rn
218P ) _) 218 At
ipp,—p- 2R} 2po
A0] e H0Pp—I 20p; _y, 210py,

206-1—v1 —» Z%Pb

Fig. 1. The 238y decay series showing the succession of 0 and B decay processes that give rise to many other radioactive isotopes and end with stable
ZOéPb
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Some other decay processes are known. Very heavy elements can decay by spontaneous fission, when the nucleus
splits into two fragments of similar mass. A transformation opposite to that in normal B decay takes place either by
electron capture by the nucleus, or by emission of a positron (") the positively charged antiparticle of an electron.
Thus the natural radioactive isotope “°K (Z=19) can undergo normal  decay to *0Ca (2=20), or electron capture to
give *0Ar (7=18).

Radioactive decay is a statistical process, there being nothing in any nucleus that allows us to predict when it will
decay. The probability of decay in a given time interval is the only thing that can be determined, and this appears to be
entirely constant in time and (except in the case of electron capture) unaffected by temperature, pressure or the
chemical state of an atom. The probability is normally expressed as a half-life, the time taken for half of a sample to
decay. Half-lives can vary from a fraction of a second to billions of years. Some naturally occurring radioactive elements
on Earth have very long half-lives and are effectively left over from the synthesis of the elements before the formation of
the Earth. The most important of these, with their half-lives in years, are *0K (1.3x10%), 232Th (1.4x10'°%) and 23U (4.
5%10%).

The occurrence of these long-lived radioactive elements has important consequences. Radioactive decay gives a heat
source within the Earth, which ultimately fuels many geological processes including volcanic activity and long-term
generation and movement of the crust. Other elements result from radioactive decay, including helium and argon and
several short-lived radioactive elements coming from the decay of thorium and uranium (see Topic 12). Fig. 1 shows
how 233U decays by a succession of radioactive o and B processes, generating shorter-lived radioactive isotopes of other
elements and ending as a stable isotope 206ph of lead. Similar decay series starting with 232Th and 2°U also generate
short-lived radioactive elements and end with the lead isotopes 208p} and 297Pb, respectively.

All elements beyond bismuth (Z=83) are radioactive, and none beyond uranium (Z=92) occur naturally on Earth. With
increasing numbers of protons heavier elements have progressively less stable nuclei with shorter half-lives. Elements
with Z up to 110 have been made artificially but the half-lives beyond Lr (Z=103) are too short for chemical
investigations to be feasible. Two lighter elements, technetium (Tc, Z=43) and promethium (Pm, Z=61), also have no
stable isotopes.

Radioactive elements are made artificially by bombarding other nuclei, either in particle accelerators or with neutrons
in nuclear reactors (see Topic 12). Some short-lived radioactive isotopes (e.g. '*C) are produced naturally in small

amounts on Earth by cosmic-ray bombardment in the upper atmosphere.
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Section A—Atomic structure

A2
ATOMIC ORBITALS

Key Notes

Wavefunctions The quantum theory is necessary to describe electrons. It predicts
discrete allowed energy levels and wavefunctions, which give
probability distributions for electrons. Wavefunctions for electrons in
atoms are called atomic orbitals.

Quantum number and Atomic orbitals are labeled by three quantum numbers n, I and m.

nomenclature Orbitals are called s, p, d or f according to the value of I; there are
respectively one, three, five and seven different possible m values for
these orbitals.

Angular functions: s orbitals are spherical, p orbitals have two directional lobes, which

‘shapes’ can point in three possible directions, d and f orbitals have
correspondingly greater numbers of directional lobes.

Radical distributons The radial distribution function shows how far from the nucleus an
electron is likely to be found. The major features depend on n but
there is some dependence on 1.

Energies in hydrogen The allowed energies in hydrogen depend on n only. They can be
compared with experimental line spectra and the ionization energy

Hydrogenic ions Increasing nuclear charge in a one-electron ion leads to contraction of
the orbital and an increase in binding energy of the electron.

Related topics Many-electron atoms (A3) Molecular orbitals:

homonuclear diatomics (C4)

Wavefunctions

To understand the behavior of electrons in atoms and molecules requires the use of quantum mechanics. This theory
predicts the allowed quantized energy levels of a system and has other features that are very different from ‘classical’
physics. Electrons are described by a wavefunction, which contains all the information we can know about their
behavior. The classical notion of a definite trajectory (e.g. the motion of a planet around the Sun) is not valid at a
microscopic level. The quantum theory predicts only probability distributions, which are given by the square of the
wavefunction and which show where electrons are more or less likely to be found.

Solutions of Schrédinger’s wave equation give the allowed energy levels and the corresponding wavefunctions.
By analogy with the orbits of electrons in the classical planetary model (see Topic A1), wavefunctions for atoms are

known as atomic orbitals. Exact solutions of SchrOdinger’s equation can be obtained only for one-electron atoms and
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ions, but the atomic orbitals that result from these solutions provide pictures of the behavior of electrons that can be
extended to many-electron atoms and molecules (see Topics A3 and C4—C7).

Quantum numbers and nomenclature

The atomic orbitals of hydrogen are labeled by quantum numbers. Three integers are required for a complete
specification.

¢ The principal quantum number n can take the values 1, 2, 3,.... It determines how far from the nucleus the
electron is most likely to be found.

* The angular momentum (or azimuthal) quantum number I can take values from zero up to a maximum of n
—1. It determines the total angular momentum of the electron about the nucleus.

* The magnetic quantum number m can take positive and negative values from —I to +I. It determines the
direction of rotation of the electron. Sometimes m is written m; to distinguish it from the spin quantum number m,
(see Topic A3).

Table 1 shows how these rules determine the allowed values of I and m for orbitals with n=1—4. The values determine
the structure of the periodic table of elements (see Section A4).

Atomic orbitals with I=0 are called s orbitals, those with I=1, 2, 3 are called p, d, f orbitals, respectively. It is
normal to specify the value of n as well, so that, for example, 1s denotes the orbital with n=1, I=0, and 3d the orbitals
with n=3, I=2. These labels are also shown in Table 1. For any type of orbital 2I+1 values of m are possible; thus there
are always three p orbitals for any n, five d orbitals, and seven f orbitals.

Angular functions: ‘shapes’

The mathematical functions for atomic orbitals may be written as a product of two factors: the radial wavefunction
describes the behavior of the electron as a function of distance from the nucleus (see below); the angular
wavefunction shows how it varies with the direction in space. Angular wavefunctions do not depend on n and are
characteristic features of s, p, d,...orbitals.

Table 1. Atomic orbitals with n=1-4

n / m Name
1 0 0 1s
2 0 0 2s
2 1 -1,0, +1 2p
3 0 0 3s
3 1 -1,0, +1 3p
3 2 —2,—1,0 +1, +2 3d
4 0 0 4s
4 1 -1, 0, +1 4p
4 2 -2,-1,0, +1, +2 4d
4 3 -3, -2,-1,0, +1, +2, +3 4f
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Fig. 1. The shapes qfs, p and d orbitals. Shading shows negative values tyfthe Wavefunction. More d orbitals are shown in Topic H2, Fig. 1.

Diagrammatic representations of angular functions for s, p and d orbitals are shown in Fig. 1. Mathematically, they are
essentially polar diagrams showing how the angular wavefunction depends on the polar angles 0 and ¢. More
informally, they can be regarded as boundary surfaces enclosing the region(s) of space where the electron is most
likely to be found. An s orbital is represented by a sphere, as the wavefunction does not depend on angle, so that the
probability is the same for all directions in space. Each p orbital has two lobes, with positive and negative values of the
wavefunction either side of the nucleus, separated by a nodal plane where the wavefunction is zero. The three
separate p orbitals corresponding to the allowed values of m are directed along different axes, and sometimes denoted
Pw Py and p,. The five different d orbitals (one of which is shown in Fig. I) each have two nodal planes, separating two
positive and two negative regions of wavefunction. The f orbitals (not shown) each have three nodal planes.

The shapes of atomic orbitals shown in Fig. I are important in understanding the bonding properties of atoms (see
Topics C4—C6 and H2).

Radial distributions

Radial wavefunctions depend on n and I but not on m; thus each of the three 2p orbitals has the same radial form. The
wavefunctions may have positive or negative regions, but it is more instructive to look at how the radial probability
distributions for the electron depend on the distance from the nucleus. They are shown in Fig. 2 and have the

following features.

* Radial distributions may have several peaks, the number being equal to n—1.
* The outermost peak is by far the largest, showing where the electron is most likely to be found. The distance of this
peak from the nucleus is a measure of the radius of the orbital, and is roughly proportional to n’ (although it depends

slightly on I also).

Radial distributions determine the energy of an electron in an atom. As the average distance from the nucleus increases,
an electron becomes less tightly bound. The subsidiary maxima at smaller distances are not significant in hydrogen, but

are important in understanding the energies in many-electron atoms (see Topic A3).

Energies in hydrogen
The energies of atomic orbitals in a hydrogen atom are given by the formula

E, = —R/m* (1)


https://iranchembook.ir/edu

A2—ATOMIC ORBITALS 9

iranchembook.ir/edu

/\w
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/\ 2p
/\ 2s

1s

Radial distribution

0 500 1000 1500
r/pm

Fig. 2. Radial probability distributions for atomic orbitals with n=1-3

We write E, to show that the energy depends only on the principal quantum number n. Orbitals with the same n but
different values of I and m have the same energy and are said to be degenerate. The negative value of energy is a
reflection of the definition of energy zero, corresponding to n=00 which is the ionization limit where an electron has
enough energy to escape from the atom. All orbitals with finite n represent bound electrons with lower energy. The
Rydberg constant R has the value 2.179%107"® ], but is often given in other units. Energies of individual atoms or
molecules are often quoted in electron volts (eV), equal to about 1.602x107"? ]. Alternatively, multiplying the value
in joules by the Avogadro constant gives the energy per mole of atoms. In these units

R = 13.595 eV per atom
= 1312 kJ mol™’

The predicted energies may be compared with measured atomic line spectra in which light quanta (photons) are
absorbed or emitted as an electron changes its energy level, and with the ionization energy required to remove an
electron. For a hydrogen atom initially in its lowest-energy ground state, the ionization energy is the difference
between E, with n=1 and o0, and is simply R.

Hydrogenic ions

The exact solutions of SchrOdinger’s equation can be applied to hydrogenic ions with one electron: examples are He
* and Li?". Orbital sizes and energies now depend on the atomic number Z, equal to the number of protons in the

nucleus. The average radius <r> of an orbital is

<r> =na,/Z (2)
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where q; is the Bohr radius (59 pm), the average radius of a 1s orbital in hydrogen. Thus electron distributions are
pulled in towards the nucleus by the increased electrostatic attraction with higher Z. The energy (see Equation 1) is

E.= —-Z°Rim" 3)

The factor Z? arises because the electron-nuclear attraction at a given distance has increased by Z, and the average
distance has also decreased by Z. Thus the ionization energy of He™ (Z=2) is four times that of H, and that of Li**
(Z=3) nine times.
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Section A—Atomic structure

A3

MANY-ELECTRON ATOMS

Key Notes

The orbital
approximation

Electron spin

Pauli exclusion
principle

Effective nuclear charge

Screening and
penetration

Hund’s first rule

Related topics

Putting electrons into orbitals similar to those in the hydrogen atom
gives a useful way of approximating the wavefunction of a many-
electron atom. The electron configuration specifies the occupancy of
orbitals, each of which has an associated energy.

Electrons have an intrinsic rotation called spin, which may point in
only two possible directions, specified by a quantum number m,. Two
electrons in the same orbital with opposite spin are paired. Unpaired
electrons give rise to paramagnetism.

When the spin quantum number mj is included, no two electrons in
an atom may have the same set of quantum numbers. Thus a
maximum of two electrons can occupy any orbital.

The electrostatic repulsion between electrons weakens their binding
in an atom; this is known as screening or shielding. The combined
effect of attraction to the nucleus and repulsion from other electrons
is incorporated into an effective nuclear charge.

An orbital is screened more effectively if its radial distribution does

not penetrate those of other electrons. For a given n, s orbitals are

least screened and have the lowest energy; p, d,...orbitals have

successively higher energy.

When filling orbitals with 1>0, the lowest energy state is formed by

putting electrons so far as possible in orbitals with different m values,

and with parallel spin.

Atomic orbitals (A2) Molecular orbitals:
homonuclear diatomics (C4)

Schrddinger’s equation cannot be solved exactly for any atom with more than one electron. Numerical solutions using
computers can be performed to a high degree of accuracy, and these show that the equation does work, at least for fairly
light atoms where relativistic effects are negligible (see Topic A5). For most purposes it is an adequate approximation to
represent the wavefunction of each electron by an atomic orbital similar to the solutions for the hydrogen atom. The
limitation of the orbital approximation is that electron repulsion is included only approximately and the way in

The orbital approximation

which electrons move to avoid each other, known as electron correlation, is neglected.
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A state of an atom is represented by an electron configuration showing which orbitals are occupied by electrons.
The ground state of hydrogen is written (1s)! with one electron in the 1s orbital; two excited states are (2s)' and (2p)".
For helium with two electrons, the ground state is (1s)%; (15)'(25)" and (15)'(2p)" are excited states.

The energy required to excite or remove one electron is conveniently represented by an orbital energy, normally
written with the Greek letter €. The same convention is used as in hydrogen (see Topic A2), with zero being taken as
the ionization limit, the energy of an electron removed from the atom. Thus energies of bound orbitals are negative.
The ionization energy required to remove an electron from an orbital with energy €, is then

I=—¢g

which is commonly known as Koopmans’ theorem, although it is better called Koopmans’ approximation, as it
depends on the limitations of the orbital approximation.

Electron spin

In addition to the quantum numbers n, I and m, which label its orbital, an electron is given an additional quantum
number relating to an intrinsic property called spin, which is associated with an angular momentum about its own axis,
and a magnetic moment. The rotation of planets about their axes is sometimes used as an analogy, but this can be
misleading as spin is an essentially quantum phenomenon, which cannot be explained by classical physics. The direction
of spin of an electron can take one of only two possible values, represented by the quantum number mg, which can
have the values +1/2 and —1/2. Often these two states are called spin-up and spin-down or denoted by the Greek
letters o and f.

Electrons in the same orbital with different m, values are said to be paired. Electrons with the same m, value have
parallel spin. Atoms, molecules and solids with unpaired electrons are attracted into a magnetic field, a property
know as paramagnetism. The magnetic effects of paired electrons cancel out, and substances with no unpaired
electrons are weakly diamagnetic, being repelled by magnetic fields.

Experimental evidence for spin comes from an analysis of atomic line spectra, which show that states with orbital
angular momentum (/>0) are split into two levels by a magnetic interaction known as spin-orbit coupling. It occurs
in hydrogen but is very small there; spin-orbit coupling increases with nuclear charge (Z) approximately as 7% and so
becomes more significant in heavy atoms. Dirac’s equation, which incorporates the effects of relativity into quantum
theory, provides a theoretical interpretation.

Pauli exclusion principle
Electron configurations are governed by a limitation known as the Pauli exclusion principle:
* no two electrons can have the same values for all four quantum numbers n, I, m and m,.
An alternative statement is
* amaximum of two electrons is possible in any orbital.
Thus the three-electron lithium atom cannot have the electron configuration (1s)*; the ground state is (1s)%(2s)'. When

p> d,...orbitals are occupied it is important to remember that 3, 5,...m values are possible. A set of p orbitals with any n
can be occupied by a maximum of six electrons, and a set of d orbitals by 10.
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Effective nuclear charge

The electrostatic repulsion between negatively charged electrons has a large influence on the energies of orbitals. Thus
the ionization energy of a neutral helium atom (two electrons) is 24.58 eV compared with 54.40 ¢V for that of He™
(one electron). The effect of repulsion is described as screening or shielding. The combined effect of attraction to
the nucleus and repulsion from other electrons gives an effective nuclear charge Z,5; which is less than that (Z) of
the ‘bare’ nucleus. One quantitative definition is from the orbital energy € using the equation (cf. Equation 3,

Topic A2):
£ = —ZLRm

where n is the principal quantum number and R the Rydberg constant. For example, applying this equation to He (n=1)
gives Z,z=1.34.
The difference between the ‘bare’ and the effective nuclear charge is the screening constant 6:

0=2Z—-Zg

For example, 6=0.66 in He, showing that the effect of repulsion from one electron on another has an effect equivalent
to reducing the nuclear charge by 0.66 units.

Screening and penetration

The relative screening effect on different orbitals can be understood by looking at their radial probability distributions
(see Topic A2, Fig. 2). Consider a lithium atom with two electrons in the lowest-energy 1s orbital. Which is the lowest-
energy orbital available for the third electron? In hydrogen the orbitals 2s and 2p are degenerate, that is, they have the
same energy. But their radial distributions are different. An electron in 2p will nearly always be outside the distribution
of the 1s electrons, and will be well screened. The 2s radial distribution has more likelihood of penetrating the 1s
distribution, and screening will not be so effective. Thus in lithium (and in all many-electron atoms) an electron has a
higher effective nuclear charge, and so lower energy, in 2s than in 2p. The ground-state electron configuration for Li is
(15)%(2s)", and the alternative (15)%(2p)' is an excited state, found by spectroscopy to be 1.9 eV higher.

In a similar way with n=3, the 3s orbital has most penetration of any other occupied orbitals, 3d the least. Thus the
energy order in any many-electron atom is 3s<3p<3d.

Hund’s first rule

For a given n and ! the screening effect is identical for different m values, and so these orbitals remain degenerate in
many electron atoms. In the ground state of boron (15)%(2s)%(2p)" any one of the three m values (—1, 0, +1) for the p electron
has the same energy. But in carbon (1s)?(25)*(2p)? the different alternative ways of placing two electrons in the three 2p
orbitals do not have the same energy, as the electrons may repel each other to different extents. Putting two electrons
in an orbital with the same m incurs more repulsion than having different m values. In the latter case, the exclusion principle
makes no restriction on the spin direction (m values), but it is found that there is less repulsion if the electrons have
parallel spin (same my). This is summarized in Hund’s first rule:

* when electrons are placed in a set of degenerate orbitals, the ground state has as many electrons as possible in
different orbitals, and with parallel spin.
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The mathematical formulation of many-electron wavefunctions accounts for the rule by showing that electrons with
parallel spin tend to avoid each other in a way that cannot be explained classically. The reduction of electron repulsion
that results from this effect is called the exchange energy.
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A4

THE PERIODIC TABLE

Key Notes
History

Building up

Block structure

Group numbers and
name

Related topics

The periodic table—with elements arranged horizontally in periods
and vertically in groups according to their chemical similarity

was
developed in an empirical way in the 19th century. A more rigorous
foundation came, first with the use of spectroscopy to determine
atomic number, and, second with the development of the quantum
theory of atomic structure.

The ‘aufbau’ or ‘building up’ principle gives a systematic method for
determining the electron configurations of atoms and hence the
structure of the periodic table. Elements in the same group have the
same configuration of outer electrons. The way different orbitals are
filled is controlled by their energies (and hence their different
screening by other electrons) and by the Pauli exclusion principle.

The table divides naturally into s, p, dand fblocks according to the outer
electron configurations, s and p blocks form the main groups, the d
block the transition elements, and the f block the lanthanides and
actinides.

Modern group numbering runs from 1 to 18, with the f'blocks being
subsumed into group 3. Older (and contradictory) numbering systems
are still found. Some groups of elements are conventionally given
names, the most commonly used being alkali metals (group 1),

alkaline earths (2), halogens (17) and noble gases (18).

Many-electron atoms (A3) Trends in atomic properties
(A5) Chemical periodicity
(B2)

As more elements were discovered in the 19th century chemists started to note similarities in their properties. Early
attempts to order the elements in a regular fashion were hampered by various difficulties, especially the fact (only later
realized) that atomic masses do not increase regularly with atomic number. Mendeleev published the first satisfactory
form of the periodic table in 1869, and although many details of layout have evolved since then, his basic idea has been
retained, of ordering elements horizontally in periods so that they fall in vertical groups with similar chemical properties.
Mendeleev was forced to leave some gaps for elements not yet discovered, and his ability to predict their properties

vindicated his approach.

History
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The first satisfactory determination of atomic number (as opposed to atomic mass) came from Moseley’s studies of
X-ray spectra in 1917. By determining the wavelength, and hence frequency, of X-rays emitted from different
elements, Moseley observed different series of X-ray lines. In each series the frequency (V) of each line varied with atomic
number (Z) according to the formula

v=CZ —o) (1)

where C and G are constants for a given series. Moseley’s law can be understood from the quantum theory of many-
electron atoms. X-rays are produced when atoms are bombarded with high-energy electrons. These knock out
electrons from filled orbitals, thus providing ‘vacancies’ into which electrons can move from other orbitals and emit X-
ray photons. Different series of lines come from different vacancies; for example, the highest-energy K series is excited
when a 1s electron is removed. Equation 1 then expresses the energy difference between two types of orbital, with C
depending on the values of n involved, and 6 on the screening constants (see Topic A3).

Using Moseley’s law allowed the remaining uncertainties in the structure of the periodic table to be resolved. At
about the same time the theoretical ideas of the quantum theory allowed the structure of the table to be understood.
Bohr’s aufbau (or building up) principle (see below) was developed before the final version of the theory was
available; following SchrOdinger’s equation (1926) the understanding was complete. The periodic table with its
theoretical background remains one of the principal conceptual frameworks of inorganic chemistry. A complete table is
shown inside the front cover of this book.

Building up

According to the aufbau principle, the ground-state electron configuration of an atom can be found by putting electrons
in orbitals, starting with that of lowest energy and moving progressively to higher energy. It is necessary to take into
account both the exclusion principle and the modification of orbital energies by screening and penetration effects (see
Topic A3). Thus following He (1s)?, the electron configuration of Li is (15)?(2s)', as the 2s orbital is of lower energy
than 2p. Following Be, the 2p orbitals are first occupied in B (see Table I). A total of six electrons can be accommodated
in these three orbitals, thus up to Ne.

Table 1. Electron configuration of ground-state atoms up to K (Z=19)

H (1s)!

He (1sY = [He]

Li He](2s)'

Be [Hel@sy

B [Hel(@s)'(2p)!

C [Hel(2s)"(2p)”

N [Hel@s)p)’

o [Hel@s)’(2p)*

F [Hel(@s)’(2p)°

Ne [Hel(@sY’(2p)° = [Ne]
Na [Ne)(3s)'

Mg [Ne)(3sy’

Al [Nel@s)@p)’

Si [Ne)(3s)°(3p)°

P [Nel(3s)*(3p)°

S [Ne)(3s)’(30)"

Cl [Ne)(3s)*(3p)°

Ar [Nel(@s)*@0)° = [Ar]

K [Ar(4s)'
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Following completion of the n=2 orbitals, 3s and then 3p shells are filled. The electron configurations of the
elements Na-Ar thus parallel those of Li-Ne with only a change in the principal quantum number n. An abbreviated form
of the configurations is often used, writing [He] for the filled configuration (15)? and [Ne] for [He](25)2(2p)°. The inner
shell orbitals denoted by these square brackets are too tightly bound to be involved in chemical interactions: it is the
valence or outer electrons that determine chemical properties. The group structure of the periodic table depends on

the fact that similar outer electron configurations are reflected in similar chemical behaviour.

It might be expected that 3d orbitals would fill after 3p, but in fact this does not happen, because the extra
penetration of s compared with d orbitals significantly lowers the energy of 4s. This fills first, so that following Ar the
first two elements of the fourth period K ([Ar](4s)") and Ca ([Ar](4s)?) have configurations parallel to Na and Mg,
respectively. The 3d orbitals then fill, giving the 10 elements Sc-Zn, followed by 4p. The fifth period follows similarly,
5s, 4d then 5p. In the sixth period another change takes place, with filling of the 4f shell after 65 and before 5d. The
seventh incomplete period begins with 7s followed by 5f'and would be expected to continue in the same way, but these
elements become increasingly radioactive and hard to make or study (see Topic 12).

The order of filling of shells is conveniently summarized in Fig. I. It is important to note that it reflects the order of
energies at the appropriate point, and that this order changes somewhat as more electrons are added. Thus following
completion of the 3d shell, increasing atomic number stabilizes these orbitals rapidly so that they are no longer
chemically active; in an element such as Ga ([Ar](3d)'%(4s5)*(4p)") the valence orbitals are effectively only the 4s and 4p,
so that its chemistry is similar to that of Al ([Ne](35)2(3p)"). The same is true following completion of each d and f'shell.

Block structure

The filling of the table described above leads to a natural division of the periodic table into blocks according to the outer
electron configurations of atoms (see Fig. 2). Elements of the s block all have configurations (ns)! or (ns)’. In periods 2
and 3 these are followed immediately by the p block with configurations (ns)z(np)x. Lower p block elements are similar
as the (n—1)d orbitals are too tightly bound to be chemically important. The s and p blocks are collectively known as

Fig. 1. Showing the order of filling of orbitals in the periodic table.
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Group number:
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Fig. 2. Structure (yrthe periodic table, showing the s, p, d andfblock:.

main groups. d-block elements of periods 4, 5 and 6 have ns and (n—1)d outer electrons, and are known as
transition elements. Their configurations show some complexities as the s and d orbitals are similar in energy (see
Topic H1). The f-block elements are known as the lanthanides (4f) and actinides (5f). For ease of presentation
they are generally shown as separate blocks below the main table. In the case of the lanthanides, this procedure is

chemically justified as the elements have very similar properties (see Topic I1).

Group numbers and names

The numbering of groups in the periodic table has a confused history reflecting developments in understanding and
presenting the table itself. In the current nomenclature used in this book, groups are numbered 1-18, with the
lanthanides and actinides all subsumed into group 3. Older numberings based on 1-8 are still found, with a division into
A and B subgroups which unfortunately differs according to the continent. In the UK, the s- and early d-block elements
are numbered 1A—8A (the last encompassing modern group numbers 8, 9 and 10), followed by numbers 1B (now 11)
to 8B. In the USA, 1A—8A refer to main groups, with d-block elements numbered B. This confusion is resolved by the
newer system.

Some groups of elements are conventionally given names. Group 1 elements (not hydrogen) are called alkali
metals and those of group 2 alkaline earths. Groups 17 and 18 are the halogens and noble gases, respectively.
Sometimes group 16 are called chalcogens although this normally excludes the first element oxygen: thus the term
chalcogenide refers to compounds with sulfur, selenium and tellurium. Lanthanides were previously called rare
earths; although the term is no longer used by chemists it is still common in geochemistry (where it often includes

yttrium in group 3 in the previous period, not a lanthanide but chemically very similar).
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A5

TRENDS IN ATOMIC PROPERTIES

Key Notes

Energies and sizes

Horizontal trends

Vertical trends

States of ionization

Relativistic effects

Related topics

Trends in orbital energy and size reflect changes in the principal quantum
number and effective nuclear charge. They are seen experimentally in
trends in ionization energy (IE) and apparent radius of atoms.

Increasing nuclear charge causes a general increase of IE and a decrease of
radius across any period. Breaks in the IE trend are found following the
complete filling or half filling of any set of orbitals.

A general increase of radius and decrease in IE down most groups is
dominated by the increasing principal quantum number of outer orbitals.
Effective nuclear charge also increases, and can give rise to irregularities in
the IE trends.

IEs for positive ions always increase with the charge. Electron affinities are
the IEs of negative ions and are always less than IEs for neutral atoms.

Deviations from the nonrelativistic predictions become significant for heavy

atoms, and contribute to especially high IEs for later elements in the sixth

period.

Many-electron atoms (A3) The periodic table (A4)
Chemical periodicity (B2)

Energies and sizes

The first ionization energy (IE) of an atom (M) is the energy required to form the positive ion M*:

The IE value reflects the energy of the orbital from which the electron is removed, and so depends on the principal

MM +e

quantum number (n) and effective nuclear charge (Z.g; see Topic A3):

IE = ZR/n’*

The average radius of an orbital depends on the same factors (see Topic A2):

<r> = na,/ Zyg

Smaller orbitals generally have more tightly bound electrons with higher ionization energies.
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It is sometimes useful to assume that the distance between two neighboring atoms in a molecule or solid can be
expressed as the sum of atomic or ionic radii. Metallic, covalent or ionic radii can be defined according to the type
of bonding between atoms, and van der Waals’ radii for atoms in contact but not bonded. Such empirically derived
radii are all different and are not easily related to any simple predictions based on isolated atoms. They are, however,
qualitatively related to orbital radii and all follow the general trends discussed below (see, e.g. Topic D4, Table I. for
ionic radii).

Horizontal trends

Increasing nuclear charge is accompanied by correspondingly more electrons in neutral atoms. Moving from left to right
in the periodic table, the increase of nuclear charge has an effect that generally outweighs the screening from additional
electrons. Increasing Z.; leads to an increase of IE across each period, which is the most important single
trend in the periodic table (see Topic B2). At the same time, the atoms become smaller.

As illustrated for the elements Li-Ne in Fig. 1. the IE trend across a period is not entirely regular. Irregularities can be
understood from the electron configurations involved (see Topics A3 and A4). lonization of boron removes an electron
from a 2p orbital, which is less tightly bound than the 2s involved in lithium and beryllium. Thus the IE of B is slightly
less than that of Be. Between nitrogen and oxygen, the factors involved in Hund’s rule are important. Up to three 2p
electrons can be accommodated in different orbitals with parallel spin so as to minimize their mutual repulsion. For O
(2p)* and subsequent clements in the period some electrons are paired and repel more strongly, leading to IE values less
than would be predicted by extrapolation from the previous three elements.

The trends shown in Fig. I are sometimes cited as evidence for a ‘special stability’ of filled and half-filled shells. This
is a misleading notion. The general increase of IE across a period is entirely caused by the increase of nuclear charge.
Maxima in the plot at filled shells (25)? and half-filled shells (2p)* occur only because of the decrease after these points.
It is the exclusion principle that controls such details, by forcing the next electron either to occupy another orbital type
(as in boron) or to pair up giving a doubly occupied orbital (as in oxygen).

25
20 |
15 IE
/>\ b
5 1
< 1o
w L
8 L
Y
o

-5

Li Be B C N o} F Ne Na

Fig. 1. Ionization energies (IE) and electron affinities (EA) for the elements Li-Na.
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Vertical trends

The IE generally decreases down each group of elements. Figure 2 shows this for hydrogen and the elements of group 1,
all of which have the (ns)! outer electron configuration. The main influence here is the increasing value of principal
quantum number n. The fall in IE is, however, much less steep than the simple hydrogenic prediction (1/n%; see
Topic A2). There is a substantial increase of nuclear charge between each element, and although extra inner shells are
occupied, they do not provide perfect shielding. Thus, contrary to what is sometimes stated, effective nuclear
charge increases down the group. In the resulting balance between increasing n and increasing Z g (see Equation
1) the former generally dominates, as in group 1. There is, however, nothing inevitable about this, and there are
occasions in later groups where Z. increases sufficiently to cause an increase of IE between an element and the one
below it.

Figure 2 also shows the group 11 elements Cu, Ag and Au, where an ns electron is also being ionized. The increase of
IE along period 4 between K (Z=19) and Cu (Z=29) is caused by the extra nuclear charge of 10 protons, partly shielded
by the 10 added 3d electrons. A similar increase occurs between Rb and Ag in period 5. In period 6, however, the 4f
shell intervenes (see Topic A4) giving 14 additional elements and leading to a total increase of Z of 24 between Cs and
Au. There is a much more substantial increase of IE therefore, and Au has a higher IE than Ag. (Relativistic effects also

contribute; see below.) Similarly irregular trends in IE may have some influence on the chemistry of p-block elements
(see Topics F1 and G1).

14 ¢
12
[

10[

lonization energy (eV)

Fig. 2. Ionization energies for elements with (ns)" outer electron configurations.
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Orbital radii also depend on n® and generally increase down each group. Because the radius depends on Z; and not
on Zk (see Equation 2) irregular changes in this quantity have less influence than they do on IEs. (See, however,
transition metals, Topics H1 and H5).

There is another interesting feature of vertical trends, arising also from the way in which the periodic table is filled.
For orbitals of a given I there is a more significant change, both in IE and size, between the first and second periods
involved than in subsequent cases. Figure 2 illustrates this for s orbitals, where the IE decreases much more from
hydrogen (1s) to lithium (2s) than between the lower elements. Such a distinction is reflected in the chemical properties
of group 1 elements, hydrogen being nonmetallic and the other elements metals (see Topic B2). Similar, although less
dramatic, differences are found with 2p and 3d. Thus period 2 p-block elements are in many ways different from those
lower in the p block, and 3d series elements distinct from those of the 4d and 5d series.

States of ionization

The successive energies required to create more highly charged ions, M2*, M3* .. .are the second, third,...IEs. The
values always increase with the degree of ionization. When electrons are removed from the same shell, the main
effect is that with each successive ionization there is one less electron left to repel the others. The magnitude of the
change therefore depends on the size of the orbital, as electrons in smaller orbitals are on average closer together and
have more repulsion. Thus with Be (25)? the first two IEs are 9.3 and 18.2 eV, whereas with Ca (4s)? the values are 6.1
and 11.9 eV, not only smaller to start with (see above) but with a smaller difference. The third IE of both elements is
very much higher (154 and 51 eV, respectively) because now the outer shell is exhausted and more tightly bound inner
shells (1s and 3p, respectively) are being ionized. The trends are important in understanding the stable valence states of
elements.

The electron affinity of an atom may be defined as the ionization energy of the negative ion, thus the energy
input in the process:

M oM+e

although some books use a definition with the opposite sign. Electron affinities are always less than ionization energies
because of the extra electron repulsion involved (see Fig. I). As with successive IEs, the difference depends on the
orbital size. Some apparently anomalous trends can be understood in this way. For example, although the IE of F is
greater than that of Cl (17.4 and 13.0 eV, respectively) the electron affinity of F is smaller (3.4 eV compared with 3.6
eV) partly because the smaller size of F~ provides more repulsion from the added electron.

Some atoms have negative electron affinities, meaning that the negative ion is not stable in the gas phase. Second and
subsequent electron affinities are always negative because of the high degree of repulsion involved in forming a multiply
charged negative ion. Thus the O ion is not stable in isolation. This does not invalidate the ionic description of
compounds such as MgO, as the O? ion is now surrounded by positive MgQJr ions which produce a stabilizing effect
(the lattice energy; see Topic D6).

As expected, ion sizes decrease with increasing positive charge, and negative ions are larger. In most ionic
compounds, anions are larger than cations (see Topics D3 and D4).

Relativistic effects

Schrddinger’s equation does not take into account effects that are important when particles travel at a speed comparable
with that of light. There are two important aspects: moving charged particles experience magnetic as well as electric
fields; and also the special theory of relativity predicts effects such an enhancement of the mass of fast-moving
particles. These effects were incorporated into the quantum mechanical wave theory by Dirac’s equation (1928).
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One remarkable prediction is the existence of electron spin (see Topic A3) and the occurrence of spin-orbit splitting
in atomic spectra. The energies of orbitals are also altered, especially for electrons close to highly charged nuclei, as it is
then that they are travelling fast. Inner shells are most affected but they are not important in chemistry. For very heavy
elements even outer shells show an influence of relativity. This is true for the 6s shell in gold and mercury, and the 6p
shell in subsequent elements of period 6. Relativistic effects increase the binding energy of these electrons. They thus
contribute to the irregularities in group trends, and make an appreciable contribution to the high IEs and hence
chemical inertness of some heavy elements especially gold and mercury.
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B1
ELECTRONEGATIVITY AND BOND TYPE

Key Notes

Definations Electronegativity is the power of an atom to attract electrons to itself in a
chemical bond. Different numerical estimates agree on qualitative trends:
electronegativity increases from left to right along a period, and generally
decreases down groups in the periodic table. Elements of low
electronegativity are called electropositive.

The bonding triangle Electropositive elements form metallic solids at normal temperatures.
Electro-negative elements form molecules or polymeric solids with
covalent bonds. Elements of very different electronegativity combine to
form solids that can be described by the ionic model.

Bond polarity The polarity of a bond arises from the unequal sharing of electrons
between atoms with different electronegativities. There is no sharp
dividing line between polar covalent and ionic substances.

Related topics Trends in atomic properties Introduction to solids (D1)
(A5) Electron pair bonds (C1)

Definitions

Electronegativity may be defined as the power of an atom to attract electrons to itself in a chemical bond.
It is the most important chemical parameter in determining the type of chemical bonds formed between atoms. It is
hard to quantify in a satisfactory way, especially as electronegativity is not strictly a property of atoms on their own, but
depends to some extent on their state of chemical combination. Nevertheless several scales have been devised.

¢ Pauling electronegativity is based on bond energies (see Topic C8), using the empirical observation that bonds
between atoms with a large electronegativity difference tend to be stronger than those where the difference is small.
This scale was historically the first to be devised and although it lacks a firm theoretical justification is still widely
used.

* Mulliken electronegativity is the average of the first ionization energy and the electron affinity of an atom (see
Topic A5), reflecting the importance of two possibilities in bond formation, losing an electron or gaining one. The
scale has the advantage that electronegativity values can be estimated not only for the ground states of atoms, but for
other electron configurations and even for polyatomic fragments.

¢ Allred-Rochow electronegativity is proportional to Z;/ 12, where Z 4 is the effective nuclear charge of valence
orbitals (see Topic A3), and r the covalent radius of the atom. The value is proportional to the effective electrostatic
attraction on valence electrons by the nucleus, screened by inner shell electrons.
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Fig. 1. Pauling electronegativity values for the elements H—K. Elements in the shaded region are metallic (see Topic B2).

Each scale produces different numbers and they should not be mixed. The broad general trends do, however, agree:
electronegativity increases towards the right and decreases towards the bottom in the periodic table. It
thus follows the same trend as atomic ionization energies (see Topic A5). Elements in early groups have low values and
are called electropositive. Figure I shows the Pauling electronegativities of elements up to potassium. Elements of

group 18 in early periods do not form any stable compounds, and so the most electronegative element is fluorine.

The bonding triangle

The bonding triangle (see Fig. 2) is a useful way of showing how the electronegtivities of two elements A and B (which
may be the same) determine the type of bond formed between them. The horizontal and vertical scales show the
Pauling electronegativities of the two elements. (Other scales would do equally well at this qualitative level.) Pure elements
(A=B) appear on the diagonal, and various compounds are shown within the triangle. Three basic regions are

distinguished.

¢ When A and B are both electropositive they form a metallic solid, characterized by high electrical conductivity and
a structure where each atom is surrounded by many others (often 12; see Topic D2). Metallic bonding involves the
delocalization of electrons throughout the solid. The electrons are shared between atoms as in covalent bonding
(see below), but in a less specific way and without the directional character of covalent bonds.

When A and B are both electronegative they form covalent compounds. These may consist of individual
molecules (O,, H,0, etc.) or of giant covalent lattices (polymeric solids) with a continuous network of
bonds. Although the dividing line between these types is not sharp, very highly electronegative atoms (F, O, Cl,
etc.) have more tendency to molecular behavior in both their elements and their compounds. Covalent solids do not
conduct electricity well. The most important feature of this bonding, whether in molecules and solids, is its highly
directional and specific nature. Thus the neighbors to any atom are limited in number (e.g. four in the case of
elemental silicon, three for phosphorus, two for sulfur, one for chlorine), and are generally found in specific
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Fig. 2. The bonding triangle, showing a selection of elements and compounds plotted against the Pauling electronegativities.

geometrical arrangements. The simplest view of covalent bonding involves the sharing of electrons in specific,
localized bonds between atoms (see Topic C1).

When one atom is very electropositive and the other very electronegative, a solid compound is formed that is often
regarded as ionic. In this picture there is a complete transfer of one or more electrons, giving cations of the
electropositive element and anions of the electronegative one, which are then held together by electrostatic
attraction (see Topics D3, D4 and D6). Solids are formed rather than molecules because the force is not directional,

and greatest stability is achieved by packing several anions around each cation and vice versa.

Bond polarity

A covalent bond between two atoms of the same element is described as homopolar, one between different elements
as heteropolar; the general term bond polarity describes the unequal sharing of electrons between two atoms, and
is a feature of heteropolar bonds when the two elements concerned have a different electronegativity. The more
electronegative atom draws electrons and thus acquires a partial negative charge, with the other atom becoming
correspondingly positive. One manifestation of such polarity is the formation of an electric dipole moment, the
magnitude of which is equal to the product of the charges and their average separation. The dipole moments decrease in
a series of molecules such as HF> HCI>HBr>HI as might be expected from the falling difference in electronegativities.
Dipole moments are, however, not always easy to interpret, as they can be influenced by other factors, such as the
relative orientation of bonds in polyatomic molecules and the distribution of nonbonding electrons. Dipole moments
are an important source of intermolecular forces (see Topic C10).
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Polar covalent bonds can be regarded as having some degree of ionic character, and the distinction between ‘ionic’
and ‘covalent’ bond types is sometimes hard to make. Some compounds have clear examples of both types of bonding
simultaneously. Thus CaCOj has well-defined carbonate ions (CO; "} with C and O covalently bonded together; the
complex ion also interacts ionically with Ca’*. Such complex ions need not be discrete entities but can form
polymeric covalent networks with a net charge, with ionic bonds to cations (e.g. silicates; see Topics D6 and F4). Even
when only two elements are present, however, bonding may be hard to describe in simple terms.

When a compound is molecular under normal conditions it is usual to regard it as covalent (although ‘ionic
molecules” such as NaCl(g) can at be made by vaporizing the solid compounds at high temperatures). When two
elements of different electronegativity form a solid compound alternative descriptions may be possible. Consider the
compounds BeO and BN. Both form structures in which every atom is surrounded tetrahedrally by four of the other
kind (BN also has an alternative structure similar to that of graphite). For BeO this is a plausible structure on ionic
grounds, given that the Be?" jon must be much smaller than O~ (see Topic D4). On the other hand, many of the
structures and properties of beryllium compounds are suggestive of some degree of covalent bonding (see Topic G3).
Thus one can think of BeO as predominantly ionic, but with the oxide ion polarized by the very small Be?" ion so that
electron transfer and ionic character are not complete. For BN the electronegativity difference between elements is
much less, and it would be more natural to think of polar covalent bonding. The tetrahedral structure of BN can be
understood from its similarity to diamond, where each carbon atom is covalently bonded to four others. The difference
between two descriptions ‘polarized ionic’ and ‘polar covalent’ is not absolute but only one of degree. Which starting
point is better cannot be laid down by rigid rules but is partly a matter of convenience.

One should beware of using oversimplified criteria of bond type based on physical properties. It is sometimes stated
that ‘typical’ ionic compounds have high melting points and dissolve well in polar solvents such as water, whereas
covalent compounds have low melting points and dissolve well in nonpolar solvents. This can be very misleading.
Diamond, a purely covalent substance, has one of highest melting points known and is insoluble in any solvent. Some
compounds well described by the ionic model have fairly low melting points; others are very insoluble in water on
grounds that can be explained perfectly satisfactorily in terms of ions (see Topic E4).
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B2
CHEMICAL PERIODICITY

Key Notes

Introduction Major chemical trends, horizontally and vertically in the periodic
table, can be understood in terms of changing atomic properties. This
procedure has its limitations and many details of the chemistry of
individual elements cannot be predicted by simple interpolation from
their neighbors.

Metallic and non- Metallic elements are electropositive, form electrically conducting

metallic elements solids and have cationic chemistry. Non-metallic elements, found in
the upper right-hand portion of the periodic table, have
predominantly covalent and anionic chemistry. The chemical trend is
continuous and elements on the borderline show intermediate
characteristics.

Horizontal trends Moving to the right in the periodic table, bonding character changes
as electro-negativity increases. The increasing number of electrons in
the valence shell also gives rise to changes in the stoichiometry and
structure of compounds. Similar trends operate in the d block.

Vertical trends The increased size of atoms in lower periods is manifested in
structural trends. For each block, changes in chemistry between the
first and second rows concerned are often more marked than those
between lower periods.

Related topics The periodic table (A4) Introduction to
Trends in atomic properties nontransition metals (G1)
(A5) Introduction to transition
Introduction to nonmetals metals (H1)

(E1)

Introduction

The periodic table was devised by Mendeleev in response to observed regularities in the chemistry of the elements
before there was any understanding of their electronic basis (see Topic A4). His procedure was vindicated by his ability
to predict the properties and simple chemistry of the then unknown elements gallium and germanium by simple
interpolation between known elements in neighboring positions. Chemical periodicity was thus seen to be a powerful
tool in the interpretation and even prediction of the chemical properties of elements.

Since Mendeleev the range of chemical compounds known has expanded enormously and it has become apparent that
such simple interpolation procedures have many limitations. In a few groups (especially the s block) the chemistry is
fairly similar, and most of the observed trends in the group can be interpreted straightforwardly from changes of atomic
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properties such as radius. In the p and d blocks, however, this is not so easy. Complications arise partly from the fact that
atomic trends are themselves less regular (because of the way in which the periodic table is filled), and partly from the
greater complexities in chemical bonding, which respond in a more subtle way to changes in orbital size and energy.
The periodic table remains the most important framework for understanding the comparative chemistry of elements,
and many major trends can be understood from the atomic trends described in Topic A5. Most elements have
peculiarities, however, which although they can be rationalized in terms of periodic trends, would probably not have

been predicted if they were not known.

Metallic and non-metallic elements

The most important classification of elements is that of metallic versus non-metallic. Metallic elements form solids
that are good conductors of electricity, and have structures with many near neighbors and where bonding is not strongly
directional. Non-metallic elements form molecules or covalent solids, which are generally poor conductors of
electricity and where bonding is markedly directional in character. This distinction on the basis of physical properties is
fairly clear-cut and is shown in the periodic table in Fig. 1. All elements of the s, d and f blocks are metallic (except
hydrogen), non-metallic ones being confined to hydrogen and to the upper right-hand part of the p block. The most obvious
atomic parameter that determines this behavior is electronegativity (see Topic B1, especially Fig. I).
Different types of chemical behavior are associated with the two kinds of element.

¢ Typical metallic elements are good reducing agents (for example, reacting with water to produce dihydrogen) and
form hydrated cations in aqueous solution (Na*, Mg2+, etc.). They have solid halides and oxides, which are well
described by the ionic model. The oxides are basic and either react with water to produce hydroxide ions (OH")
or, if insoluble under neutral conditions, dissolve in acidic solutions. Their hydrides are solids with some ionic (H")
character.

¢ Typical non-metallic elements form ionic compounds with electropositive metals. They form anions in water,
either monatomic (e.g. CI”) or oxoanions (e.g. NO*", 5042_). They have molecular hydrides and halides. Their
oxides are either molecular or polymeric covalent in structure, and are acidic, reacting with water (as do halides) to
produce oxoacids (H,COj3, H,SO,, etc.)

Group number
i1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

I He
e < o[ [o] [
e =T [ [l
K Ca S¢ Ti V Cr Mn Fe Co Ni Cu Zn Ga .
Rb 'St ¥ & HNb'NMo Tc Hu RH Pd Ag Cd In Sn .

Cs Ba La* Hf Ta W Re Os Ir Pt Au Hg Ti Pb Bi Po

Fr Ra Act

Fig. 1. Periodic table showing metallic and (heavily shaded) non-metallic elements.
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It must be recognized that this classification has many limitations, and borderline behavior is common. In addition to
their typical cationic behavior, most metallic elements form some compounds where bonding is predominantly covalent
(see, e.g. Topic H10). Some form anionic species such as MnO*" or even Na~ (see Topic G2). Many metals in later
groups are much less electropositive than the typical definition would suggest, and the metal-nonmetal borderline in the
p block involves a continuous gradation in chemical behavior rather than a discontinuous boundary (see Topic G6). Non-
metallic elements close to the metallic borderline (Si, Ge, As, Sb, Se, Te) show less tendency to anionic behavior and
are sometimes called metalloids.

Horizontal trends

The major horizontal trends towards the right in any block are a general increase of ionization energy (which is reflected
in an increase in electronegativity), a contraction in size, and an increase in the number of electrons in the valence shell.
In main groups, the effect of changing electronegativity is obvious in determining the metal-nonmetal borderline. The
number of valence electrons has a clear influence on the stoichiometry of compounds formed (NaF, MgF,, AlF;, etc.).

Main group elements commonly form ions with closed shell configurations: hence cations (Na*, Mg>*, AI’") in
which all electrons have been lost from the valence shell, and anions (F~, O%7) in which the valence shell has been filled.
This observation suggests some ‘special stability’ of filled shells, but, as in atomic structure (see Topic A5), such an
interpretation is misleading. The stoichiometry of stable ionic compounds depends on the balance between the energy
required to form ions and the lattice energy, which provides the bonding (see Topic D6). Such an approach provides
a better understanding not only of why closed-shell ions are often found, but also of cases where they are not, as happens
frequently in the d block (see Topics H1 and H3).

In covalent compounds some regularities in stoichiometry can also be understood from the increasing number of
valence electrons. Thus the simple hydrides of groups 14, 15, 16 and 17 elements have the formulae EH,, EH;, EH, and
EH, respectively, reflecting the octet rule. Filling the valence shell creates progressively more nonbonding electrons
and limits the capacity for bonding. Such nonbonding electrons also influence the geometrical structures of the
molecules (see Topics C1 and C2).

The general increase of electronegativity (or decline in electropositive character) and contraction in size is apparent

also in d-block chemistry. The formation of closed-shell ions (S, Titt

, etc.) is a feature of only the early groups. As
ionization energies increase more electrons are prevented from involvement in bonding. Non-bonding d electrons also
influence the structures and stabilities of compounds, but because of the different directional properties of d orbitals

compared with p, these effects are best understood by a different approach, that of ligand field theory (see Section H2).

Vertical trends

The general decrease of ionization energy down a group is reflected in the trend towards metallic elements in the p
block. Another change is the general increase in radius of atoms down a group, which allows a higher coordination
number. Sometimes this is reflected in the changing stoichiometry of stable compounds: thus CIF;, BrF; and IF; are
the highest fluorides known for elements of group 17. In other groups the stoichiometry is fixed but the structure
changes: thus the coordination of the metallic element by fluorine is four in BeF,, six in MgF, and eight in CaF,.
Although exceptions occur (see Topics G4 and H5) this is a common trend irrespective of different modes of bonding.
One further general feature of vertical trends is important, and reflects the analogous trends in atomic properties
mentioned in Topic AS5. For each block (s, p, d) the first series involved has somewhat distinct chemistry compared with
subsequent ones. Hydrogen (1s) is non-metallic and very different from the other s-block elements. The 2p-series
elements (B-F) have some peculiarities not shared with the rest of the p block (e.g. a limitation in the number of
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valence-shell electrons in molecules, and the frequent formation of multiple bonds; see Topic F1). In the d block, the
elements of the 3d series also show characteristic differences from the 4d and 5d series (e.g. forming many more
compounds with unpaired electrons; see Topics HI-H5).
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Section B—Introduction to inorganic substances

B3
STABILITY AND REACTIVITY

Key Notes

Introduction Stability and reactivity can be controlled by thermodynamic factors
(depending only on the initial and final states and not on the reaction
pathway) or kinetic ones (very dependent on the reaction pathway).
Both factors depend on the conditions, and on the possibility of
different routes to decomposition or reaction.

Enthalpy and Hess’ Law Enthalpy change (AH) is the heat input to a reaction, a useful measure
of the energy change involved. As AH does not depend on the
reaction pathway (Hess’ Law) it is often possible to construct
thermodynamic cycles that allow values to be estimated for processes
that are not experimentally accessible. Overall AH values for
reactions can be calculated from tabulated enthalpies of formation.

Entropy and free energy Entropy is a measure of molecular disorder. Entropy changes (AS)
can be combined with AH in the Gibbs free energy change (AG),
which determines the overall thermodynamic feasibility of a reaction.
As with AH, AG can be estimated from thermodynamic cycles and
tabulated values, the latter always referring to standard conditions of
pressure or concentration.

Equilibrium constants The equilibrium constant of reaction is related to the standard Gibbs
free energy change. Equilibrium constants change with temperature
in a way that depends on AH for the reaction.

Reaction rates Reaction rates depend on the concentrations of reagents, and on a
rate constant that itself depends on the energy barrier for the reaction.
Reaction rates generally increase with rise in temperature. Catalysts
provide alternative reaction pathways of lower energy.

Related topics Inorganic  reactions and Lattice energies (D6)

synthesis (B6) Industrial chemistry:
Bond strengths (C8) catalysts (J5)

Introduction

We tend to say that substances are ‘stable’ or ‘unstable’, ‘reactive’ or ‘unreactive’ but these terms are relative and may
depend on many factors. Is important to specify the conditions of temperature and pressure, and what other substances
are present or could act as potential routes to decomposition. Thermodynamic and kinetic factors can also be

important.
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Thermodynamics deals with overall energy and entropy changes, and their relation to the direction of reaction and
the position of equilibrium. Such quantities depend only on the initial and final states, and not at all on the reaction
pathway. It is often possible to assess the thermodynamic feasibility of a reaction without any knowledge of the
mechanism. On the other hand, the rate of a reaction does depend on the pathway; this is the subject of chemical
kinetics, and thermodynamic considerations alone cannot predict how fast a reaction will take place.

Many known substances are thermodynamically stable, but others are only kinetically stable. For example,
the hydrides B,Hq and SiH, are thermodynamically unstable with respect to their elements, but in the absence of heat or
a catalyst (and of atmospheric oxygen and moisture) the rate of decomposition is extremely slow. To assess why some
substances are unknown, it is important to consider different possible routes to decomposition. For example, the
unknown CaF(s) is probably thermodynamically stable with respect to the elements themselves, but certainly unstable
(thermodynamically and kinetically) with respect to the reaction

2CaF(s) — Ca(s) + CaF,(s)

Thermodynamic and kinetic factors depend on temperature and other conditions. For example, CaF(g) can be formed
as a gas-phase molecule at high temperatures and low pressures.

Enthalpy and Hess’ Law

The enthalpy change (AH) in a reaction is equal to the heat input under conditions of constant temperature and pressure.
It is not exactly equal to the total energy change, as work may be done by expansion against the external pressure. The
corrections are generally small, and enthalpy is commonly used as a measure of the energies involved in chemical
reactions. Endothermic reactions (positive AH) are ones requiring a heat input, and exothermic reactions
(negative AH) give a heat output.

Hess’ Law states that AH does not depend on the pathway taken between initial and final states, and is a
consequence of the First Law of Thermodynamics, which asserts the conservation of total energy. Figure I shows a
schematic thermodynamic cycle where the overall AH can be expressed as the sum of the values for individual steps:

AH = AH, + AH, + ... (1)
Itis important that they need not represent any feasible mechanism for the reaction but can be any steps for which AH values

are available from experiment or theory. Hess’ Law is frequently used to estimate AH values that are not directly
accessible, for example, in connection with lattice energy and bond energy calculations (see Topics D6 and C8).

% Intermediate 2
Intermediate 1 e
AH,
v
Reactants Products
AH

Fig. 1. Schematic thermodynamic cycle illustrating the use of Hess’ Law (see Equation I).

Enthalpy change does depend on conditions of temperature, pressure and concentration of the initial and final states,

and it is important to specify these. Standard states are defined as pure substances at standard pressure (1 bar), and
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the temperature must be additionally specified, although 298 K is normally used. Corrections must be applied for any
other conditions. The standard enthalpy of formation (Aer) of any compound refers to formation from its
elements, all in standard states. Tabulated values allow the standard enthalpy change AH® in any reaction to be
calculated from

AHSaction = ZAH}'@- EAHf@ (2)

products reactants

which follows from Hess’ Law. By definition, AHf@ is zero for any element in its stable (standard) state.

Entropy and free energy

Entropy (S) is a measure of molecular ‘disorder’, or more precisely ‘the number of microscopic arrangements of
energy possible in a macroscopic sample’. Entropy increases with rise in temperature and depends strongly on the state.
Entropy changes (AS) are invariably positive for reactions that generate gas molecules. The Second Law of
Thermodynamics asserts that the total entropy always increases in a spontaneous process, and reaches a maximum
value at equilibrium. To apply this to chemical reactions it is necessary to include entropy changes in the surroundings
caused by heat input or output. Both internal and external changes are taken account of by defining the Gibbs free
energy change (AG): for a reaction taking place at constant temperature (7, in kelvin)

AG = AH — TAS 3)

From the Second Law it can be shown that AG is always negative for a feasible reaction at constant temperature and
pressure (and without any external driving force such as electrical energy) and is zero at equilibrium.

As with enthalpies, AS and AG for reactions do not depend on the reaction pathway taken and so can be estimated
from thermodynamic cycles like that of Fig. 1. They depend even more strongly than AH on concentration and
pressure. Tabulated standard entropies may be used to estimate changes in a reaction from

ASSaction = Z‘AS@ - ZAS@

products reactants

which is analogous to Equation 2 except that $9 values are not zero for elements. The direct analogy to Equation 2 may
. . . ©
also be used to calculate AG® for any reaction where the standard free energies of formation AGy are known.

Equilibrium constants
For a general reaction such as
aA + bB <= ¢C + dD

the equilibrium constant is

x - [CI'Dy

[AT[BY
where the terms [A], [B],...strictly represent activities but are frequently approximated as concentrations or partial
pressures. (This assumes ideal thermodynamic behavior and is a much better approximation for gases than in
solution.) Pure liquids and solids are not included in an equilibrium constant as they are present in their standard state.
A very large value ( 1) of K indicates a strong thermodynamic tendency to react, so that very little of the reactants (A
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and B) will remain at equilibrium. Conversely, a very small value (<<1) indicates very little tendency to react: in this
case the reverse reaction (C and D going to A and B) will be very favorable.
For any reaction K may be related to the standard Gibbs free energy change (AG®) according to

AG® = —RT InK “4)

where R is the gas constant (=8.314 ] K ' mol™) and T the absolute temperature (in K). Thus equilibrium constants can
be estimated from tabulated values of AG,@z and trends may often be interpreted in terms of changes in AH® and AS®
(see Equation 3).

Equilibrium constants change with temperature in a way that depends on AH® for the reaction. In accordance with
Le Chatelier’s principle, K increases with rise in temperature for an endothermic reaction, and decreases for an

exothermic one.

Reaction rates

The rate of reaction generally depends on the concentration of reactants, often according to a power law such as
Rate = k [A]"[B]"

where k is the rate constant and n and m are the orders of reaction with respect to reactants A and B. Orders of
reaction depend on the mechanism and are not necessarily equal to the stoichiometric coefficients a and b. The rate
constant depends on the mechanism and especially on the energy barrier or activation energy associated with the
reaction pathway. High activation energies (E,) give low rate constants because only a small fraction of molecules have
sufficient energy to react. This proportion may be increased by raising the temperature, and rate constants
approximately follow the Arrhenius equation:

k= Ae ™%

Large activation energies arise in reactions where covalent bonds must be broken before new ones are formed, or where
atoms must move through solids. Reactions involving free radicals, or ions in solution, often have small (sometimes
zero) activation energies.

Reactions may be accelerated by the presence of a catalyst, which acts by providing an alternative pathway with
lower activation energy. A true catalyst by definition can be recovered unchanged after the reaction, and so does not
alter the thermodynamics or the position of equilibrium (see Topic J5).
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Section B—Introduction to inorganic substances

B4
OXIDATION AND REDUCTION

Key Notes

Definitions Oxidation means combination with a more electronegative element
or the removal of electrons. Reduction means combination with a
less electronegative element or the addition of electrons. A complete
redox reaction involves both processes.

Oxidation states Oxidation states of atoms in a compound are calculated by assigning
electrons in a bond to the more electronegative element. In simple
ionic compounds they are the same as the ionic charges. In any redox
reaction the oxidation states of some elements change.

Balancing redox In complete redox reactions the overall changes in oxidation state

reactions must balance. When reactions involve ions in water it is convenient
to split the overall reaction into two half reactions. To balance these
it may also be necessary to provide water and H* or OH™.

Extraction of the Redox reactions are used in the extraction of nearly all elements from

elements naturally occurring compounds. Carbon is used to reduce some metal
oxides, but many elements require stronger reducing agents, or the
use of electrolysis.

Related topics Inorganic  reactions  and Electrode potentials (E5)
synthesis (B6)

Definitions

Oxidation originally meant ‘combination with oxygen” and reduction ‘removal of oxygen’. These definitions have been
greatly expanded. Oxidation implies combination with a more electronegative element, the removal of a less
electronegative one, or simply the removal of electrons. Reduction is the reverse of oxidation and in general
implies addition of electrons. In any reaction where one species is oxidized, another must be reduced: the term
redox reaction is used to express this.

Two examples are: the reaction of zinc in aqueous acid,

Zn(s) + 2H (aq) — Zn2+(aq) + Hy(g) (D

where zinc metal is oxidized to Zn’*, and hydrogen reduced from H* to H,; and the reduction of zinc oxide by carbon,

ZnO(s) + C(s) > Zn(s) + CO(g) 2)
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where zinc is reduced from ZnO to the metal, elemental carbon is oxidized to CO, and oxygen, combined with a less
electronegative element on both sides, is not oxidized or reduced.

A strong oxidizing agent is a substance capable of oxidizing many others, and is thus itself easily reduced;
conversely, a strong reducing agent is itself easily oxidized; these terms usually imply thermodynamic reaction
tendency although kinetics may also be important (see Section B3). Atmospheric dioxygen is a good oxidizing agent, but
many substances (e.g. organic compounds) are kinetically stable in air. Strong reducing agents include electropositive
metals, especially those of group 1 (see Section G2).

Oxidation states

The oxidation state (or oxidation number) is a number applied to each atom in a compound in such as way as to
keep track of changes occurring in redox reactions. For simple ionic compounds the oxidation state is equal to the
charge on the ions. Roman numbers should be used to distinguish oxidation states from ionic charges, e.g. Na' and CI™!
in NaCl. In polar covalent bonds the electrons are assigned to the more electronegative atoms as if the bonding were
ionic. Oxidation states are calculated by the following rules.

(i) Bonds between the same element are not counted. Elements have oxidation state zero. In an ion such as peroxide

Oiv the electrons in the O—O bond are distributed equally, making o

(ii) Except in cases such as O; the most electronegative and electropositive elements in a compound have an
oxidation state equal to their normal ionic charge: K, ca', F1, o™,

(iii) The sum of the oxidation states must equal the charge on the species, and is therefore zero in a neutral compound.
Using this rule and (ii) above, we have H'in H,O, H™ in CaH, and Mn*" in MnO .

(iv) Complex formation, and donor-acceptor interaction in general (see Topic C8) do not alter the oxidation state.
Both [Ni(NH;3)e]** and [Ni(CN),]*~ have Ni'', complexed by NH; and CN™ respectively.

A redox reaction is any reaction involving changes of oxidation state. In Equation 1 the changes are from Zn° to Zn"
and from H' to HC. The reaction

ZnO(s) + 2H"(aq) = Zn**(aq) + H,0

is not a redox reaction as no change of oxidation state takes place.

Specifying the oxidation state of an element can be a useful way of naming compounds, especially when variable
stoichiometries are possible (see Topic B5). Thus we have iron(Il) chloride (FeCl,) and iron(Ill) chloride (FeCls). The
older names ‘ferrous’ and ‘ferric’ respectively are still encountered for such compounds but are potentially confusing.
In current terminology the -ous and -ic suffixes (referring to a lower and a higher oxidation state, respectively) are only
used for some oxoacids (e.g. H,S" Oy, sulfurous acid, and H,S"'O,, sulfuric acid; see Topic F7).

Balancing redox reactions

In any complete redox reaction the changes in oxidation state must balance so that the totals on the two sides are
the same. Difficulties can arise with ions in solution, as the ionic charges may not be the same as the oxidation states.
Consider the unbalanced redox reaction in acidified aqueous solution:

MnO; + Fe** - Mn™" + F**
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It is easiest to balance the redox changes by first splitting this into two half reactions, one involving oxidation, and the
other reduction. The oxidation step is

Fe'' - Fe’ + e~ 3)
with electrons (e7) being removed. The conversion of MnOjy to Mn?* involves a change of oxidation state from Mn'I

to Mn" and so is a reduction requiring five electrons. To balance the half reaction
- - 2
MnO, +5¢ > Mn’"

four oxygen atoms are required on the right-hand side, which (in aqueous solution) will be in the form of H,O. The

reaction
MnO; + 5¢” + 8H' - Mn”" + 41,0 4)

is then completed by balancing hydrogen with 8H™ on the left-hand side, as this reaction takes place in acid. The overall
redox reaction is now written by combining the two half reactions in such a way that the free electrons are eliminated.
This requires 5 moles of Equation 3 to every 1 mole of Equation 4, giving

MnO; + 5Fe’* + 8H' — Mn”* + 5Fe** + 4H,0

In alkaline solution it is more appropriate to use OH™ rather than H" (see Topic E2). The other species present may also
be different from those in acid, as many metal cations form insoluble hydroxides or even oxoanions (see Topic E4). As
an example, consider the reaction of aluminum metal with water to form [AI"(OH),]” and H,. The balanced half

reactions are
Al(s) + 4OH — [AOH),] + 3e
and

2H,0 + 2¢” — 20H™ + H,

which may be combined in the appropriate proportions (two to three) to give
2Al(s) + 20H™ + 6H,0 — 2[AI(OH),] + 3H,

A particular advantage of the half-reaction approach is that it leads naturally to the discussion of the thermodynamics of
redox reactions in terms of electrode potentials (see Topic E5).

Extraction of the elements

Very few elements occur naturally in uncombined form (see Topic J2). Most are found in compounds where they are in
positive or (less often) negative oxidation states (e.g. Ti', Zn'" and CI™' in TiO,, ZnS and NaCl, respectively).
Extraction of these elements therefore requires redox chemistry, using appropriate reducing or oxidizing agents.
Thermodynamic considerations are very important (see Topic B3).

Iron is produced in greater quantities than any other metal, by reduction of Fe,O3 with carbon (coke). The overall
reaction approximates to

Fe,O, + % C — 2Fe + % CO,
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At 25°C, AG® for this reaction is +151 k] mol™' so that it is not thermodynamically feasible at room temperature.
However, it is strongly endothermic (AH®=4234 k] mol™") and so by Le Chatelier’s principle the equilibrium is shifted
in favor of the products at higher temperatures. In a blast furnace it takes place above 1000°C, heat being provided from
the combustion of carbon in air, which is blown through the reaction mixture.

Carbon is a convenient and cheap reducing agent for metal oxides, but for many elements it cannot be used. With
some highly electropositive metals (e.g. Al) the oxide is too stable (i.e. its AGfe is too negative), and the temperature
required for reduction by carbon is too high to be technically or economically viable. Some elements (e.g. Ti) react with
carbon to form a carbide. In these cases other redox processes are necessary. Table I summarizes the common methods.
Hydrogen can be used to reduce oxides or halides, or a very strongly reducing metal such as sodium or calcium to
reduce halides.

In electrolysis a redox process with positive AG is induced by providing electrical energy. Reduction takes place at
the cathode (the negative electrode, which provides electrons), and oxidation at the anode (the positive electrode).
For example, electrolysis of molten NaCl gives elemental Na at the cathode and Cl, at the anode. Many very
electropositive elements (e.g. Na, Ca, Al) and a few very electronegative ones (F, Cl) are obtained by this method.

Table 1. Extraction of elements from their compounds

Method of extraction Elements

Reduction of oxide with C Si, P, Mn, Fe, Sn

Conversion of sulfide to oxide, Co, Zn, Pb, Bi

then reduction with C

Reaction of sulfide with O, Cu, Hg

Electrolysis of solution or molten salt Li, Be, B, F, Na, Ca, Al, Cl, Ni, Cu, Ga, Sr, In, Ba,
La-Lu, Tl

Reduction of halide with Na or other Be, Mg, Si, K, Ti, V, Cr, Rb, Zr, Cs, La—Lu, Hf, U

electropositive metal

Reduction of halide or oxide with H, B, Ni, Ge, Mo, Ru, W, Re

Oxidation of anion with Cl, Br, |
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Section B—Introduction to inorganic substances

B5
DESCRIBING INORGANIC COMPOUNDS

Key Notes

Formulae Stoichiometric (empirical) formulae describe only the relative numbers
of atoms present. Molecular formulae and/or representations giving
structural information should be used when they are appropriate. The
physical state of a substance is often specified.

Names Systematic nomenclature can be based on three systems, binary,
substitutive (similar to that in organic chemistry) or coordination.
Many nonsystematic or trivial names are used.

Structure and bonding The coordination number and geometry of an atom describe the
number of bonded atoms and their arrangement in space. Oxidation
states rather than valencies are generally used for describing different
possible stoichiometries.

Related topics Methods of characterization Oxygen (F7)

(B7) Complexes: structure and
Hydrogen (F2) isomerism (H6)

Formulae

It is important to distinguish the stoichiometric or empirical formula of a molecular substance from its
molecular formula. The former expresses only the relative numbers of atoms present, in the simplest possible ratio.
For example, the compound of stoichiometry P,O5 contains PO molecules. Molecular formulae should be used when
they are known. Methods for determining empirical and molecular formulae are described in Topic B7. On the other
hand, in a solid where clear molecular or other units do not exist the empirical formula is generally used. For example,
NaCl is an ionic substance and the formula does not imply that molecules are present.

When solids contain identifiable groups such as molecules or complex ions the formula is written to indicate this:
for example, NH,;NOj is much more informative for ammonium nitrate than the empirical formula N,H,O3. This is
often used in molecular formulae, for example, in NH,OH (1) and Ni(CO),, which are intended to show the groupings
of atoms present. For coordination compounds formed by transition metals formulac are written with square
brackets as in [Ni(NH;)4]Br,, which indicates that six NH; are attached directly to Ni, but not the two Br. Complex
ions formed by main-group elements can be written in a similar way, for example, [PCl,]" and [BF,], although usage is

not very systematic.
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When a metallic and a nonmetallic element are present, the metallic one is always written first, as in NaCl and PbO,.
For compounds between two or more nonmetals they are listed conventionally in the following order, based roughly on

a sequence of increasing electronegativity:
Xe, Kz, B, Ge, Si, C, Sb, As, P, N, H, Te, Se, S, I, Br, Cl, O, E

For example, we have OF, and ClO,, which are therefore called oxygen difluoride and chlorine dioxide, respectively
(see below).

When the physical state of a substance is important it is specified as in NaCl(s), H,O(l) and HCl(g) for solids,
liquids and gases, respectively. (l) is assumed to be a pure liquid or the major component (solvent) in a solution. For
substances dissolved in water the designation (aq) (for ‘aqueous’) is used. Thus solid sodium chloride dissolving in water
is expressed:

NaCl(s) — Na'(aq) + Cl (aq)

NaCl(aq) means dissolved NaCl molecules and is incorrect for this substance.

Names

The systematic naming of chemical substances is not easy, and the authoritative guide to inorganic nomenclature fills a
book of 299 pages. Very many trivial names such as water (H,O) will always remain in use. Systematic nomenclature

is based on three systems.

Binary names

Simple examples are sodium chloride (NaCl), phosphorus trichloride (PCl;) and dinitrogen tetroxide
(N,O,). The oxidation state may be given as an alternative to the stoichiometry, as in manganese (IV) oxide, or
manganese dioxide, MnO, (see Topic B4). This is unnecessary when only one possibility is known, as in
magnesium bromide (MgBr,).

Elements are named in the same order as they appear in the formula (see above). Although there is no implication
that the compound is ionic, the names ending in -ide are the same as those used for anions (e.g. fluoride, F~). For the
clements listed in Table I. anion names are derived not from English but from the Latin name which gives the chemical
symbol. For example, CsAu is cesium auride.

Binary naming may be extended to include complex ions with recognized names as in ammonium chloride
(NH,CI), sodium cyanide (NaCN) and magnesium sulfate (Mg,SO4). Some common oxoanions are listed

elsewhere (Topic F7, Table ). Many other complex ions can be named systematically as discussed below.
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Table 1. Anion names den'vedfrom Latin roots; the fateform is usedfor complex anions

Element Symbol Anion name
Copper Cu Cupride/cuprate
Gold Au Auride/aurate

Iron Fe Ferride/ferrate

Lead Pb Plumbide/plumbate
Silver Ag Argentide/argentate
Tin Sn Stannide/stannate

Substitutive names

This is the system used in organic chemistry, as in dichloromethane, CH,Cl,, which can be regarded as derived from
methane CH, by replacing two hydrogens with chlorine. (There is no assumption that this is a chemically feasible route
for preparation.) It may be extended to inorganic molecules using the appropriate hydride names (see Topic F2,
Table 1). Thus from silane (SiH,) we obtain names such as chlorosilane (SiH;Cl) and tetrachlorosilane (SiCly), the
latter being also called silicon tetrachloride. For nitrogen compounds derived from ammonia (NH;) the root amine is
used, as, for example, in hydroxylamine (NH,OH).

Coordination names

This system is used in compounds that can be regarded as complexes formed by the coordination of atoms or groups to
a central atom. Examples from transition metal chemistry are tetraamminecopper(2t) ion or
tetraamminecopper(II) ion, [Cu(NH;),]*", and tetrachlorocuprate(2—) or tetrachlorocuprate(II), [CuCl,]?
" (see Topic H6 for further examples, and nomenclature for isomers). Either the overall charge on the complex ion or
the oxidation state of the central atom is given (the latter always with Roman numerals). Anion names end in -ate and
use the Latin roots for elements shown in Table 1. Coordination names are also widely used for complex ions with main-
group elements, for example, tetrahydroborate, [BH,] ; in this case the charge or oxidation state may be omitted as
only one possibility is known.

Examples of the use of coordination names in the binary system are the solids hexaamminenickel dibromide, [Ni

(NH3)6]Br), and potassium hexafluorophosphate(V), K[PF].

Structure and bonding

The complete description of a chemical structure involves specifying the relative coordinates of the atoms present,
or alternatively giving all bond lengths and bond angles (see Topic B7). A simple example is shown in 2. Less complete
information is satisfactory for most descriptive purposes. The coordination number (CN) of an atom is the number
of bonded atoms, irrespective of the type (ionicity, multiplicity, etc.) of bond involved. For very simple molecular
compounds this is obvious from the formula (e.g. O in H,0 and C in CO, (3) both have CN=2). However, polymeric
and ionic solids have greater CN values (e.g. 4, 6 and 8, respectively, for Si in SiO,, Ti in TiO, and U in UO,), and it
should not generally be assumed that the CN is given directly by the stoichiometry.
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957 pm O
HAé?\H 0=C=0
2 3

The geometrical arrangement around an atom is sometimes described as its coordination sphere. Different
geometrical arrangements may be described by simple informal terms (e.g. H,O (2) is bent and CO, (3) linear), or
by the names of polyhedra, such as tetrahedra and octahedra (see Topics C2 and D3). A classification according to
symmetry is also useful, as described in Topic C3.

Describing bonding in a consistent way is much harder. The term valency, meaning the number of bonds formed by
an atom, is useful in simple molecular substances. Stoichiometries such as CH,, CO, and H,O can be rationalized by
assuming the valencies C(4), H(1) and O(2). One can extend the idea by recognizing the possibility of variable valency;
for example, three for phosphorus in PCl; and P,0O3, and five in PCl; and P,O5. Unfortunately, the simple valence idea
has serious limitations and can be misleading outside a narrow area. For example:

* Given the ‘normal’ valencies of C and O, how can one account for the stability of CO, and the fact that it apparently
has a triple bond (see Topic C1)?
* PCly in its solid form contains [PCly]* and [PCly]” ions. What is the valency of P here?

Much more serious problems arise with transition metal compounds. For these and other reasons the word valency has
been largely abandoned by inorganic chemists. When it is necessary to distinguish different stoichiometries such as PCl3
and PCI; the oxidation state is more frequently used. This is defined according to clearer rules than valency, but as
they depend on the electronegativity difference of atoms, the oxidation state can be very uninformative about bonding.
For example, every sulfur atom forms two covalent bonds in the compounds H,S, H,S, (4), S,Cl, and SCl,, and yet the
oxidation state of sulfur is respectively =2, =1, +1 and +2.
S8
H H
4

As a final example, consider phosphorous acid H;POj (5). The oxidation state of phosphorus is +3, its coordination
number 4, and its valency 5. All these numbers give useful information, but they must not be confused.

i
H—P—OH
OH
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B6
INORGANIC REACTIONS AND SYNTHESIS

Key Notes

Direct combination and Direct combination of elements (A+B—AB) may often be used to

decomposition prepare binary compounds. Combination with polyatomic reactants

reactions such as organic compounds is also possible. Decomposition reactions
include the formation of oxides by heating the oxo-salts or
hydroxides of metals.

Exchange and The exchange of an atom or group (AB+C—AC+B) or the

metathesis reactions metathesis (substitution) reaction (AB+CD—AD+CB) are useful
alternatives to direct combination when either one of the elements is
difficult to work with, or when the desired product is not
thermodynamically stable.

The use of solvents Solvents may be used to facilitate reaction between solids, and
sometimes to form the desired product by precipitation. Reactivity of
a solvent can be exploited, but may also limit the types of product
possible.

Solid-state reactions Reactions between solids are slow because of the high barrier to the
diffusion of atoms. Conventional solid-state reactions involve high
temperatures, but methods including vapor transport can be used to
accelerate the reaction.

Related topics Stability and reactivity (B3) Solvent types and properties
Oxidation and reduction (E1)
(B4) Industrial chemistry (J4 and
More complex solids (D5) J5)

Direct combination and decomposition reactions

The reactions of inorganic substances, and the methods used in the synthesis of compounds, are exceedingly diverse.
This Topic summarizes some of the major reaction types and their applications.

The simplest type of reaction is the direct combination of two elements to form a binary compound, A+B—AB.
For example

Li(s) + 1/2 H, (g) — LiH (s)
Many binary compounds, especially halides and oxides of elements, may be made in this direct way, although there are

limitations. It is clear that the formation of the desired compound AB must be thermodynamically favourable. There
may also be kinetic problems, and the above synthesis of LiH requires a temperature of 600°C in order to overcome the
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activation energy associated with breaking the H-H bond. In some cases the reaction may be facilitated by using a
catalyst, as in the synthesis of ammonia from H, and N, (see Topics H5 and J5).

The scope of direct combination reactions is greatly extended if one or more of the species A and B is a polyatomic
group rather than an element. An example also involving lithium is

Li + C,H,Cl — C,H,Li + LiCl

In this case thermodynamic stability of LiCl aids the formation of the desired product butyl lithium (C4HgLi), which is a
useful reagent for making alkyl derivatives of other elements.
The reverse of combination is decomposition, AB—A+B. The thermal decomposition of mercury oxide,

HgO (5) > Hg () + 1/20; ()

was historically important in the discovery of oxygen, but simple reactions of this type are rarely useful in practice,
although the decomposition of compounds by electrolysis is important in the production of some elements (see
Topic B4). More complex thermal decomposition reactions such as

NiCO; (s) — NiO (s) + CO, (g)

may however be useful in the preparation of compounds (NiO in this example) which are hard to make in pure and
stoichiometric form by direct combination. Many oxo-salts (carbonates, nitrates, etc.) and hydroxides of metallic
clements decompose in a similar way to oxides on heating. The temperatures required to achieve these endothermic

reactions can often be correlated with the size and charge of the metal ion as discussed in Topic D6.

Exchange and metathesis reactions
The simplest type of exchange reaction may be written AB+C—AC+B and is exemplified by

Fe + 2HCl — FeCl, + H,

In this case the direct combination of iron and chlorine gives FeCls, illustrating that exchange reactions may give a
different product compared with direct combination. The reaction AB+C—AC+B can also be useful for preparing the
clement B, many of the extraction methods for elements discussed in Topic B4 being of this type. One reason for
preferring exchange to direct combination is that one of the elements may not be easy to work with. Although fluorine
combines directly with nearly every element, it is a dangerous and unpleasant gas, and is often replaced by a fluorinating

agent such as CIF; in industrial and laboratory processes:

U(s) + 3CIF; (g) —» UF; (g) + 3CIF(g)
The more complex exchange process AB+CD—AD+CB is described as substitution or metathesis. An example
also involving fluorination is

2PCl, + 3ZnF, — 2PF, + 3ZnCl,

which is used to make PFj as direct combination of P with fluorine gives the pentafluoride PFs.
Metathesis reactions are common in the preparation of organic derivatives of elements, using organo-lithium or -
magnesium (Grignard) reagents produced by direct synthesis:
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SnCl, + 4CH,Li — Sn(CH,), + 4 LiCL

They are especially valuable for making compounds that are not thermodynamically stable with respect to their
constituents, and which therefore cannot be made by direct reaction. For example, thermodynamically unstable
hydrides may be made using LiAlH, or NaBH,:

4AsCl, + 3LiAIH, — 4 AsH, + 3LiAICI,

The use of solvents

Although some of the simpler types of reaction may be carried out with the reactants on their own, many reactions are
carried out in solution. The most obvious function of a solvent is to facilitate the mixing of solid substances, where
reaction would otherwise be very slow (see below). Suitable solvents depend on the nature of the compounds involved,
the most important property being polarity (see Topic E1). Non-polar solvents such as hexane and toluene are often
used for reactions involving organic and organoelement compounds, although more polar coordinating solvents such as
ethers (including tetrahydrofuran, THF, C,HgO) are sometimes required. For example organomagnesium (Grignard)
reagents are prepared and used in ether solution.

More polar substances generally require more polar solvents. For example water (or sometimes ethanol) may be used
for the preparation of many coordination compounds of transition metals (Topics E3, H3). Water is useful for reactions
involving ionic substances, especially when the desired product is insoluble and so may be formed directly by
precipitation. An example is

Ni** (aqg) + 2Br (aq) + 6NH, — [Ni(NH,)]Br; (s)

The principles discussed in Topic E4 can often be used to choose an appropriate counter-ion (for example one of similar
size) to achieve the desired precipitation. Solubility may also be manipulated by changing the solvent or the
temperature. Hydrothermal methods use water under conditions of high temperature and pressure to increase the
solubility of reactants. Temperatures between 150 and 500°C may be used, with pressures between 100 and 2000 bar.
Hydrothermal methods are common for the synthesis of some solids such as zeolites (see Topic D5) and also for
growing single crystals of compounds such as quartz, SiO,.

Solvents may however be themselves reactive. Sometimes this can be exploited, using the solvent as one of the

reactants, as with the following reaction in liquid ammonia:
P(O)Cl, + 3NH, (1) — P(O)(NH,), + 3 HCl.

More often however, such reactivity is undesirable and solvents may need to be chosen accordingly. Both the acid/base
and the redox properties of the solvents can limit the range of conditions available and many reactions impossible in
water can be carried out in other solvents. Liquid ammonia is good for highly basic and for reducing conditions
(especially using dissolved alkali metals as mentioned in Topic G2). However, for strongly acid and/or oxidizing

conditions solvents such as H,SO, or liquid SO, may be used (see Topic F8).

Solid-state reactions

Reactions between solid substances can be very slow, because the reactants meet directly only at the interface between

solid particles, and the bulk reaction requires the diffusion of atoms through the solids. Even when one reactant is
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gaseous or liquid the barrier to diffusion may prevent bulk reaction. For example the formation of inert oxide films on
some reactive metals such as aluminum and titanium is important for their applications. Reactions confined to surface
layers are exploited in the manufacture of electronic devices such as integrated circuits made from silicon.

Conventional ceramic synthesis of mixed oxides uses finely divided starting materials, ground up together, and
fired at high temperatures to speed up diffusion. An example is the preparation of the ‘high temperature’
superconductor YBa,Cu3Oy g:

Y,0, + 4BaCO; + 6Cu0 + 0.3 O, — 2YBa,Cu,04 + 4CO,

Reaction takes place at 930°C followed by cooling in O, to give the desired oxygen content of the product. BaCOyj is
used rather than BaO as this oxide is very sensitive to water and CO, and so is hard to obtain in pure form. Ceramic
synthesis is facilitated by the intimate mixing of the starting materials, and this can sometimes be achieved by the
coprecipitation from solution of a suitable mixture of precursors. For example a mixed oxide such as CaMnOj3 can
be made by starting with stoichiometric quantities of calcium and manganese nitrates in aqueous solution and adding
NaOH to coprecipitate the metals as hydroxides, followed by firing at 1000°C.

Animportant way of overcome the diffusion barrier in solid state synthesis is the technique of vapor transport, where
an agent is added to the reactants to produce a volatile intermediate in a sealed tube. For example the formation of
Al,S; is slow even at 800°C where Al is liquid and S gaseous, because of the formation of an impermeable skin of sulfide
on the surface of the metal. Adding a trace of I,, and using a temperature gradient in the tube, accelerates the reaction
because of the reversible formation of volatile All;. The reactants are placed at the hot end of the tube, and the volatile

iodide passes to the cooler end where the equilibrium

ALS; (s) + 31, (g) = 2All; (g) + 3/2 S, (g)

shifts back to the left and the product is formed.

Specialized low-temperature techniques known collectively as chimie douce (‘gentle chemistry’) methods can be
used for certain types of compound. The ready formation of intercalation compounds, by insertion of species between
layers of a host lattice, is described in Topic D5.
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B7
METHODS OF CHARACTERIZATION

Key Notes

Introduction Characterization may involve simple fingerprinting of compounds
already known, or more extensive investigation designed to establish
the formula and structure of a new compound.

Elemental analysis The proportions of each element allow a stoichiometric formula to be
obtained. Chemical methods can be used, but instrumental methods
are more routine and include combustion analysis (for C, H, N and
sometimes S) and methods based on atomic spectroscopy of samples
atomized at high temperature.

Mass spectrometry Mass spectrometry is the most important way of determining the
molecular formula. Characteristic patterns arising from different
isotopes aid the interpretation. Fragmentation patterns can give
information about the structural arrangement and are also useful for
fingerprinting.

Spectroscopic methods Infrared (IR) and nuclear magnetic resonance (NMR) are valuable
fingerprinting techniques for molecular compounds. They can also give
information on new compounds about functional groups present and
molecular symmetry. Visible/UV absorption spectroscopy and other
techniques are useful for investigating electronic structure.

Diffraction methods X-ray diffraction on powder samples is used for fingerprinting
crystalline substances. Single crystal X-ray diffraction is the most
important method for complete structure determination to give bond
lengths and angles.

Related topics Describing inorganic Complexes: electronic
compounds (B5) spectra and magnetism (H8)
Introduction to solids (D1)

Introduction

Methods of characterization aim to determine the products of a reaction. The level of detail expected depends on the
circumstances, and determines the range of methods required. If the aim has been to make a known compound, one
needs to check its identity and purity. Fingerprinting techniques measure a spectrum or some other property and
compare it with results published for known compounds and available in literature databases. Such techniques may also
show whether impurities are present, but it is often desirable to check the purity of the compound independently, for
example by elemental analysis. However, if the compound prepared is a new one, more thorough investigation is
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appropriate. The stoichiometric formula may be found by elemental analysis, and the full molecular formula in principle
by mass spectrometry (MS). MS combined with other spectroscopic techniques, especially infrared (IR) and
nuclear magnetic resonance (NMR), may give valuable information about the functional groups present (e.g.
which atoms are bonded to which other ones) but do not provide a complete structure determination. Detailed
information on the positions of atoms, bond lengths and angles, etc. is most often determined by X-ray diffraction.

The aim of this account is to summarize only the type of information that can be obtained from the most important
methods of characterization. Accounts of the principles behind them can be found elsewhere.

Elemental analysis

Elemental analysis is important in establishing the purity and identity of a known compound, or the empirical
(stoichiometric) formulae of a new one. Elemental composition is usually quoted as percent by mass, from which the
stoichiometry can be determined from atomic mass (RAM) values. Consider a compound (X) with the following
composition by mass:

Cr 24.3% 50.5% H 2.8% 0 22.4%
Dividing each mass percent by the corresponding RAM (Appendix 1) gives the following relative molar quantities

Cr 0.467 Cc421 H278 0140

These are very nearly in the proportions 1:9:6:3, suggesting a stoichiometric formula CrCoHO5.

Traditional methods of elemental analysis depend on specific chemical reactions for given elements, either in solution
using titrations (known as volumetric analysis) or precipitation of solids that can be weighed (gravimetric
analysis). Although such methods are still used for specific and very accurate purposes, they have been replaced in
routine work by automated instrumental methods. Combustion analysis is used to determine C, H, N, and
sometimes S, by complete oxidation of the compound forming CO,, H,O, N, and SO,. The gases are separated and
determined automatically by gas chromatography. The technique is most valuable for organic compounds, but is also
used for organometa